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ABSTRACT. This paper begins with a brief survey of the period prior to and soon after the
creation of the theory of vertex operator algebras (VOAs). This survey is intended to high-
light some of the important developments leading to the creation of VOA theory. The pa-
per then proceeds to describe progress made in the field of VOAs in the last 15 years which
is based on fruitful analogies and connections between VOAs and commutative algebras.
First, there are several functors from VOAs to commutative algebras that allow methods
from commutative algebra to be used to solve VOA problems. To illustrate this, we present
a method for describing orbifolds and cosets using methods of classical invariant theory.
This was essential in the recent solution of a conjecture of Gaiotto and Rapčák that is of
current interest in physics. We also recast some old conjectures in the subject in terms of
commutative algebra and give some generalizations of these conjectures. We also give an
overview of the theory of topological VOAs (TVOAs), with applications to BRST cohomol-
ogy theory and conformal string theory, based on work in the 90’s. We construct a functor
from TVOAs to Batalin-Vilkovisky algebras – supercommutative algebras equipped with a
certain odd Poisson structure realized by a second order differential operator – and present
a number of interesting applications. This paper is based in part on the lecture given by the
first author at the Harvard CMSA Math-Science Literature Lecture Series on May 22, 2020.
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1. INTRODUCTION

We begin with a brief survey of the period prior to and soon after the creation of the
theory of VOAs which is intended to highlight developments that reflect the authors’
views (and biases) about the subject. We make no claim of completeness. As a short
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survey of early history, it will inevitably miss many of the more recent important results.
Emphases are placed on the mutually beneficial cross-influences between physics and
VOAs in their concurrent early developments, and the early history survey is aimed for a
general audience.

Early History 1970s – 90s: two parallel universes. In 1968, Veneziano proposed a model
using the Euler beta function to explain the ‘st-channel crossing’ symmetry in 4-meson
scattering, and the Regge trajectory (an angular momentum vs binding energy plot for
the Coulomb potential), and was later generalized to n-meson scattering by others.

Around 1970, Nambu, Nielsen, and Susskind provided the first interpretation of the
Veneziano amplitude in terms of a Fock space representation of infinitely many harmonic
oscillators. The n-particle amplitude then became an n-point correlation function of cer-
tain ‘vertex operators’

: eik·ϕ(z) :

on a Fock space representation of free bosonic fields ϕi(z) of a ‘string’ [GGRT]. This can
be viewed as part of a fundamental theory of strings, producing fundamental particles of
arbitrarily high spins as string resonances, including gravity [SS74].

In 1981, Polyakov proposed a path integral formulation of the bosonic string theory – a
theory with a manifest two-dimensional conformal symmetry, pointing to a fundamental
connection between string theory and two-dimensional conformal field theory (2d CFT).
In 1984, Belavin-Polyakov-Zamolodchikov introduced the so-called conformal bootstrap
program to systematically study 2d CFTs as classical string vacua, and models for universal
critical phenomena. They also introduced a powerful mathematical formalism – the opera-
tor product expansion for 2d CFT observables. For example, the 2d conformal symmetry
of such a theory can be stated in terms of the the left (and right) moving 2d stress energy
tensor field of central charge c (conformal anomaly) whose OPE is given by:

T (z)T (w) ∼ c/2

(z − w)4
+

2T (w)

(z − w)2
+
∂wT (w)

z − w
+ · · ·

The OPE is equivalent to that the state space is a representation of the two copies of the
Virasoro algebra defined by the Fourier modes of T (z) =

∑
Lnz

−n−2 (and those of T̄ (z̄)):

[Ln, Lm] = (n−m)Ln+m +
c

12
(n3 − n)δn+m.

In 1985, Friedan-Martinec-Shenker showed that conformal strings and other 2d CFTs
are fixed points of a renormalization group flow. A fundamental subalgebra of observ-
ables of a 2d CFT is its ‘chiral algebra’ – the algebra of left (or holomorphic) operator on a
formal punctured disk. For example, the so-called bosonic bc-ghost systems of weight λ
(and its fermionic version the βγ-ghost system of weight λ) is defined by the OPE

b(z)c(w) ∼ 1

z − w
where b, c are primary fields of respective conformal weights λ, and 1−λ. In connection to
strings, both the bc and the βγ systems also appear fundamental, because they both arise
naturally as determinants in Polyakov’s path integral in the conformal gauge, following the
so-called Faddeev-Popov quantization procedure.

Around the same time, thanks to a new generation of young physicists led by Can-
delas, Dixon, Friedan, Martinec, Moore, Seiberg, Shenker, Vafa, E. Verlinde, H. Verlinde,
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Warner, Witten, and many others, a vast collaborative effort was emerging to organize
an important class of 2d CFTs using representations of rational chiral algebras (consisting
of the left moving operators), and their so-called fusion rules. A rational chiral algebra
has only finite number of irreducible representations. Notable known examples include
the BPZ classification of the Virasoro central charges and highest weights of the rational
minimal model CFTs using Kac’s determinant formula. (Cf. Y. Zhu’s thesis and W. Wang’s
thesis); the Wess-Zumino-Witten theory for loop groups of compact groups gave (unitary)
rational CFTs; Goddard-Kent-Olive’s coset constructions from compact Lie groups gave
(unitary) rational CFTs. Their ‘orbifolds’ also yield many more rational CFTs. Around
1986, Moore-Seiberg introduced the fundamental ‘duality axioms’ of CFTs. For the chi-
ral algebra, they imply that matrix coefficients (or correlation functions) of left moving
operators admit meromorphic continuations on P1. Most importantly, the operators are
formally commutative after analytic continuations. For example,

〈T (z)T (w)〉 =
c/2

(z − w)4
.

On the string theory front, a number of historical milestones were made as well. In
1985, Green-Schwarz’s discovery of an amazing anomaly cancellation for the open string
with gauge group SO(32), and discovery of spacetime supersymmetry in the Ramond-
Neveu-Schwarz superstring theory marked the beginning of a new revival of super-
string theory. At the same time, Candelas-Horowitz-Strominger-Witten (the so-called
‘string quartet’) proposed superstring compactifications on Calabi-Yau threefolds as a
new class of string vacua, which can be realized as supersymmetric ‘nonlinear sigma
models’ (NLSMs). In 1986, Gepner made the remarkable discovery that some of these
NLSMs can in fact be realized as certain explicit unitary rational N = 2 SCFT’s at special
points (‘Gepner points’) in moduli spaces of superstring compactifications on Calabi-Yau
threefolds. The most famous example is the quintic threefold in P4.

The Moonshine Universe. Parallel to the physical 2d CFT universe is a mathematical
universe in which history was in the making. In 1978, McKay found evidence of the ex-
istence of an infinite dimensional Z-graded representation V \ of the hypothetical Monster
group M (independently predicted by Fischer and Griess in 1973):– the coefficients of the
q-series of the j-function can be partitioned by dimensions ri of irreducible M-modules:

j(q) = q−1 + 196884q + 21493760q2 + 864299970q3 + 20245856256q4 + · · ·
1 = r1

196884 = r1 + r2

21493760 = r1 + r2 + r3

864299970 = 2r1 + 2r2 + r3 + r4

20245856256 = 3r1 + 3r2 + r3 + 2r4 + r5

= 2r1 + 3r2 + 2r3 + r4 + r6

Thompson interpreted j(q) as the graded- or q-trace

j(q) = qtrV \1 :=
∑
n

trV \[n]1q
n.
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This would later become the so-called genus 1 partition function tr qL0− c
24 of the holomor-

phic vertex algebra of the underlying chiral algebra of V \! This led to the expectation that
the q-trace of a general element g ∈ M should be interesting as well. Soon after, Conway
and Norton computed leading terms of the hypothetical q-traces, and saw that they agree
with q-series of certain special genus 0 modular functions or hauptmodul. They gave a
complete list of these functions, now know as the McKay-Thompson series Tg. They also
formulated
The Conway-Norton Moonshine Conjecture: ∃ a graded M-module V \ having the McKay-
Thompson series Tg as its q-traces.

In 1980, Griess announced his construction of M (the ‘Friendly Giant’). It is the au-
tomorphism group of the Griess algebra, a commutative non-associative algebra of di-
mension 196, 884. (Cf. Griess’s lecture at the Harvard CMSA on May 6, 2020). This
algebra would later become the weight 2 piece V \[2] of the more elaborate Moonshine Ver-
tex Operator Algebra V \! The new decade of the 80s also marked an exciting emergence
of a representation theory for a class of interrelated infinite dimensional graded algebras,
which include the Virasoro, Kac-Moody algebras, W-algebras, their various ‘coset’ con-
structions. For example, Frenkel and Kac gave the first mathematical construction of the
level 1 irreducible representations of affine Kac-Moody Lie algebras using ‘free bosonic
vertex operators’ eα(z), α ∈ L, (a mathematical counterpart to physicists vertex operators
: eik·ϕ(z) :) for any weight lattice L of ADE type. A few years later, Borcherds axioma-
tized the notion of a vertex algebra by an infinite set of linear operator identities. In 1988,
Frenkel-Lepowsky-Meurman gave a new definition (including the Virasoro) of what they
called vertex operator algebras (VOA), based on a Jacobi identity of formal power series.
FLM’s and Borcherds’s formulations are logically equivalent, but FLM’s is technically
and conceptually a bit easier to work with. FLM also gave a general Fock space construc-
tion of a lattice VOA VL from any even lattice L. They also constructed the Z/2Z orbifold
of VL (a VOA counterpart of physicists’ orbifold CFT), using the notion of twisted vertex
operators. For the Leech lattice L = L, its Z/2Z orbifold V \ would yield the Moonshine
VOA, with the correct genus 1 partition function j(q). Marking the beginning of a new
mathematical decade in representation theory, Borcherds announced in 1992 his solution
to the Conway-Norton Conjecture. The FLM construction of the Moonshine VOA V \

plays a central role in his solution.

A new universe is born. We have seen that VOAs arose out of conformal field theory in
the 1980s and have been developed mathematically from various points of view in the
literature [B, FLM, K].

Going forward, our perspective in this survey is that VOAs should be regarded as gen-
eralizations of differential graded commutative rings, that is, commutative ringsR with aN N
or 1

2
N-grading by weight, equipped with an even derivation ∂ which raises the weight by

one. This perspective is manifest in the notion of a commutative quantum operator algebra
which was introduced by the first author with Zuckerman [LZII], and is equivalent to the
notion of a VOA. In this survey we shall explain various connections between VOAs and
commutative rings, including a functor introduced by Zhu that attaches to a VOA V a
commutative ring RV , and Li’s canonical decreasing filtration which exists on any VOA
such that the associated graded algebra gr(V) is a differential graded commutative ring
that contains RV as the zeroth graded piece. In a different direction, we also explain how
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VOAs can be defined over a commutative ring R instead of over a field. The underlying
space of a VOA is then an R-module rather than a vector space, and if R is the coordinate
ring of some variety X , we can regard V as a vector bundle over X . Given an ideal I ⊆ R,
the quotient of V by the VOA ideal generated by I can be viewed as specialization along
the corresponding subvariety of X .

The notion of VOAs over commutative rings has two very different applications. First,
if R is a ring of rational functions of degree at most zero in a formal variable κ, it is mean-
ingful to take the limit as κ → ∞. Certain features of the original VOA can be deduced
from this limit, which is generally a simpler structure. Second, VOAs with prescribed
strong generating type that have as many free parameters in their operator products that
are compatible with the axioms of VOAs, can be regarded as universal objects and are very
useful for classifying VOAs by generating type. After introducing these ideas, we will
discuss several applications. These include the vertex algebra Hilbert problem, which ask
whether for a strongly finitely generated VOA V and a reductive group of G of automor-
phisms of V , the orbifold, or invariant subalgebra VG, is also strongly finitely generated.
We also discuss the structure of cosets of affine VOAs inside larger VOAs. Finally, using
all these results we will outline the second author’s recent proof with Thomas Creutzig
of the Gaoitto-Rapčák triality conjectures. This is the statement that the affine cosets of
three different W-(super)algebras are isomorphic. Triality for W-superalgebras of type
A was proven in [CLIV], and a similar but more involved statement for families of W-
superalgebras in types B, C, and D appears in [CLV]. These results simultaneously gen-
eralize several well known results including Feigin-Frenkel duality and the coset real-
ization of principalW-algebras. We conclude with some speculations on the interaction
between Zhu’s commutative algebra and the orbifold functor, and we recast an old con-
jecture as a special case of a much more general conjecture that these functors commute
in an appropriate sense.

Background. In Section 2, we introduce the notion of a differential graded commutative
algebra (DGA). A rich source of examples is the arc space construction which associates to
any commutative C-algebra A the ring A∞ which is the ring of functions on the arc space
of the scheme X = Spec A. These rings naturally have the structure of abelian vertex
algebras, so vertex algebras can be viewed as generalizations of differential commutative
rings. In Section 3 we introduce the equivalent notions of commutative quantum operator
algebras and vertex algebras, and we describe the examples we need, which include free
field algebras, affine vertex algebras, andW-algebras.

From VOAs to odd Batalin-Vilkovisky algebras. In Section 4, we give a brief introduc-
tion to the notion of a topological VOA (TVOA), first introduced by the first author and
Zuckerman [LZI], and specialize it to a number of cases. Many old and new examples
and structures can be seen to arise in this construction. In the first case, we specialize it to
the absolute BRST complex of the Virasoro algebra, which is fundamental in the so-called
N = 0 conformal string theory. As a parallel, we point out a further application to ab-
solute BRST complex of the N = 1 Virasoro superalgebra arising in the RNS superstring
theory. This was done in a joint (unpublished) work of the first author with Moore and
Zuckerman [LMZ92]. The main result here is that the cohomology algebra of a TVOA is
naturally a Batalin-Vilkovisky (BV) algebra – a certain odd version of a Poisson algebra.
Moreover, the cohomology of a module over a TVOA, also descends to a module over
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the BV algebra in question. In the case of a BRST complex, the BV structure encompasses
many new and old structures. There is a natural second order differential operator – a BV
operator – that gives rise to an odd Poisson structure on cohomology first observed by
Gerstenhaber on the Hochschild cohomology. In particular, the zeroth cohomology group
H0
BRST naturally inherits a commutative algebra structure (or commutative superalgebra

structure in the case of N = 1 strings); the first cohomology group H1
BRST naturally in-

herits a Lie algebra structure (or a Lie superalgebra structure in the case of the N = 1
strings). In the case of theN = 0 string coupled to the Liouville theory, also known as the
‘c=1 model’, H0

BRST is known the ‘ground ring’, introduced by Witten. In general H1
BRST

with coefficient in a VOA V with central charge 26 is a Lie algebra that includes the Lie
algebra structure of the old ‘physical states’. An example of this Lie algebra is Borcherds’
Monster Lie algebra.

Zhu’s commutative algebra and Li’s filtration. In Section 5, we recall two functors from
the category of VOAs to the category of commutative rings. The first one, which was
introduced by Yongchang Zhu [Z], assigns to a VOA V a commutative ring RV called
Zhu’s commutative ring. It is defined as the vector space quotient of V by the span of all
elements of the form a(−2)b for all a, b ∈ V . The normally ordered product on V then
descends to a commutative, associative product on RV . Moreover, strong generators for
V give rise to generators for RV , and RV is finitely generated if and only if V is strongly
finitely generated. Recall that V is called C2-cofinite if RV is finite-dimensional as a vector
space. This is a key starting assumption in Zhu’s work on modularity of characters of
rational VOAs [Z], and it has the important consequence that V has finitely many simple
Z≥0-graded modules.

The second functor comes from a canonical decreasing filtration due to Haisheng Li
[LiII] that is defined on any VOA V , such that the associated graded algebra gr(V) is a
differential graded commutative ring. Typically, V is linearly isomorphic to gr(V), and a
strong generating set for V gives rise a a generating set for gr(V) as a differential algebra.
In fact, RV can be identified with the zeroth graded component of gr(V), so RV generates
gr(V) as a differential algebra.

In general, it is a difficult problem to find all differential algebraic relations in gr(V),
and this is an important and active research program. However, if V is freely generated,
meaning that it is linearly isomorphic to a differential polynomial algebra, then gr(V)
is just a differential polynomial algebra. Many interesting VOAs have this property, in-
cluding all free field algebras, universal affine VOAs, and universalW-algebras. In these
cases, the functor V 7→ gr(V) provides a way to systematically study V by using the tools
of commutative algebra.

Orbifolds and the vertex algebra Hilbert problem. In Section 7, we discuss the orbifold
construction, which begins with a VOA V and a group of automorphisms G, and con-
siders the invariant subVOA VG and its extensions. This construction was introduced
originally in physics; see for example [DVVV, DHVWI, DHVWII], as well as [FLM] for
the construction of the Moonshine VOA V \ as an extension of the Z/2Z-orbifold of the
VOA associated to the Leech lattice.

A VOA V is called rational if every Z≥0-graded V-module is completely reducible. A
longstanding conjecture is that if V is C2-cofinite and rational, then VG inherits these
properties for any finite automorphism group G. This has been proven by Carnahan
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and Miyamoto [CM] when G is a cyclic group. Very recently, McRae has shown that for
any finite G, rationality of VG would follow from C2-cofiniteness under mild hypothesis
[McR2].

If V is strongly finitely generated andG is reductive, a natural question is whether VG is
also strongly finitely generated. This is analogous to Hilbert’s celebrated theorem that if
G is reductive and V is a finite-dimensionalG-module, the ring ofG-invariant polynomial
functions C[V ]G is always finitely generated [HI, HII]. Accordingly, we call this the vertex
algebra Hilbert problem. In general, it turns out that the answer is no. To illustrate the
phenomenon, we consider two examples in detail: the rank one degenerate Heisenberg
algebra Hdeg , which is just the free abelian vertex algebra with one generator, and the
rank one nondegenerate Heisenberg algebra H, both with Z/2Z action. The orbifolds
HZ/2Z

deg and HZ/2Z are linearly isomorphic and have the same graded character; however,

HZ/2Z
deg is not strongly finitely generated whereas HZ/2Z is strongly generated by just two

fields, by a theorem of Dong and Nagatomo [DN]. The reason for this is quite subtle and
depends sensitively on the nonassociativity of the Wick product.

This theorem turns out to have a vast generalization. First, if we replace H by the rank
n Heisenberg algebra H(n), its full automorphism group is the orthogonal group O(n).
This is an example of a free field algebra, and there are four families of standard free field
algebras whose generators are either even or odd, and whose automorphism groups are
either orthogonal or symplectic. If V is a VOA which is a tensor product of finitely many
free field algebras, and G is any reductive group of automorphisms of V , it was shown
in [CLIV] that VG is strongly finitely generated. The key idea is to pass to the associated
graded algebra and use an interplay of ideas from classical invariant theory together with
the representation theory of VOAs.

In fact, there is a much larger class of vertex algebras that includes not only free field
algebras, but all universal affine VOAs and universalW-algebra, where the vertex algebra
Hilbert problem has a positive solution. These vertex algebras can be defined over a
suitable ring of rational functions of degree at most zero in some formal variable κ. They
have the property that the κ → ∞ limit is a tensor product of free field algebras, and
that passing to the limit commutes with the G-invariant functor in an appropriate sense.
Finally, the property of strong finite generation of the limit implies strong finite generation
of these algebras as one-parameter vertex algebras. It remains an open question to find
good criteria for the vertex algebra Hilbert theorem to hold in general, but we make the
following conjecture.

Conjecture 1.1. Let V be a simple, strongly finitely generated VOA which is N-graded by confor-
mal weight with finite-dimensional graded pieces. Then for any reductive group of automorphisms
G of V , VG is strongly finitely generated.

The structure of coset VOAs. In Section 11 we discuss some applications of our results
on orbifolds to the structure of coset VOAs. The coset construction is a basic method for
constructing new VOAs from old ones. Given a VOA A and a subalgebra V , the coset
C = Com(V ,A) is the subalgebra of A which commutes with V . In general, C ⊗ V is
conformally embedded in A, and there are important links between the representation
theory of V , C, and A. It is expected that good properties of A and V such as rationality
and C2-cofiniteness are inherited by C. In the case where V is a Heisenberg or lattice VOA
there is a good theory of such cosets due to the second author and Creutzig, Kanade, and
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Ridout [CKLR]. In particular, if V is a lattice VOA and A is rational, C is always rational.
However, few such results are known in a general setting.

If V is an affine VOA, we call C an affine coset. One can ask whether a Hilbert theo-
rem holds for affine cosets: in other words, if V is affine and A is strongly finitely gen-
erated, is C also strongly finitely generated? In general this is a difficult question, but
there is a large class of VOAs where this can be answered affirmatively. For example,
let g be any simple Lie superalgebra, f ∈ g any even nilpotent element, which we com-
plete to an sl2-triple {e, f, h} in g. LetWk(g, f) the correspondingW-algebra obtained via
generalized Drinfeld-Sokolov reduction, which up to isomorphism only depends on the
conjugacy class of f . Let a be the centralizer of the sl2 in g; then Wk(g, f) contains an
affine VOA V k′(a) for some shifted level k′. If b is any reductive Lie subalgebra of a, and
V `(b) ⊆ V k′(a) is the corresponding affine subalgebra, then it was shown in [CLIV] that
Com(V `(b),Wk(g, f)) is strongly finitely generated. The key idea is that such cosets also
admit an appropriate limit where the limit algebra is an orbifold of a free field algebra, so
the result can be deduced from our general results on orbifolds.

Application: the Gaoitto-Rapčák triality conjecture. In Section 12 we outline the sec-
ond author’s recent proof with Thomas Creutzig of the Gaoitto-Rapčák triality conjectures
[CLIV, CLV]. Triality is the statement that the affine cosets of three differentW-(super)algebras
are isomorphic as one-parameter VOAs. In type A, these affine cosets (tensored with a
rank 1 Heisenberg algebra) are called Y -algebras by Gaiotto and Rapčák in [GR]. These
are VOAs arising from local operators at the corner of interfaces of twisted N = 4 su-
persymmetric gauge theories. These interfaces should satisfy a permutation symmetry
which then induces a corresponding symmetry on the associated VOAs. This led [GR]
to conjecture a triality of isomorphisms of Y -algebras. Similarly, there are families of
W-(super)algebras of types B, C, and D whose affine cosets are called orthosymplectic
Y -algebras in [GR], and were expected to satisfy a similar but more complicated set of
trialities.

The triality theorem is a common generalization of many known results including
Feigin-Frenkel duality [FFII] and the coset realization of principal W-algebras of types
A and D proven in [ACL]. Another special case is a new coset realization of principalW-
algebras of type B and C, which is quite different from the coset realizations ofWk(g) in
the simply-laced cases given in [ACL] since it involves affine vertex superalgebras. There
was substantial evidence for these conjectures before, but the key idea in the proof is that
the explicit strong generating type of these cosets can be deduced using our general re-
sults on the structure of affine cosets. In the type A cases, using Weyl’s first and second
fundamental theorems of invariant theory for glm [W], we will show that these cosets are
all of typeW(2, 3, . . . , N) for some N . This means that they have minimal strong gener-
ating sets consisting of one field in each weight 2, 3, . . . , N . Similarly, in the case of types
B, C, and D, the affine cosets are all of type W(2, 4, . . . , 2N) for some N . This is shown
using Weyl’s first and second fundamental theorems of invariant theory for symplectic
and orthogonal groups, as well as Sergeev’s theorems for the Lie supergroup Osp(1|2n)
[SI, SII].

The second ingredient in the proof is that VOAs of typeW(2, 3, . . . , N) andW(2, 4, . . . , 2N)
satisfying some mild hypotheses can be classified. There exists a universal two-parameter
VOA of type W(2, 3, . . . ) defined over the polynomial ring C[c, λ]. Its existence and
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uniqueness was a longstanding conjecture in the physics literature that was recently
proved by the second author in [LVI]. The one-parameter quotients of this structure are in
bijection with a family of curves in the plane called truncation curves. All the above affine
cosets in type A are such one-parameter quotients, and the triality theorem is proven by
explicitly describing their truncation curves. Similarly, there is a universal two-parameter
even spin VOA of typeW(2, 4, . . . ) which was also conjectured to exist in the physics lit-
erature and was constructed by Kanade and the second author in [KL]. All affine cosets
in types B, C, and D arise as one-parameter quotients of this structure. Again, triality is
proven by explicitly describing the truncation curves.

Intersection points of truncation curves yield nontrivial isomorphisms between differ-
ent one-parameter quotients of W(c, λ) at these points, and similarly for the even spin
algebra. This yields many nontrivial isomorphisms between seemingly unrelated VOAs
at special parameter values. For example, one can classify isomorphisms between the
simple cosets in our triality families and various principal W-algebras. This allows us
to prove new rationality results by exhibiting VOAs that were not previously known to
be rational, as extensions of known rational VOAs. Many such results are obtained in
[CLV], and as an example we explain the proof that Lk(osp1|2n) is rational for all integers
n, k ≥ 1. This completes the classification of affine vertex superalgebras which are ratio-
nal and C2-cofinite. It was known previously that these were the only C2-cofinite affine
vertex superalgebras [GK, AiLin], but the rationality was only known in the case n = 1.

Orbifolds and the associated variety. In Section 13, we conclude with some speculations
on the interaction between the orbifold and associated variety functors. For any VOA V ,
we have Zhu’s commutative ring RV , and Arakawa has defined the associated scheme
X̃V = SpecRV and the associated varietyXV , which is the corresponding reduced scheme.
A strong generating set for V always gives rise to a generating set forRV , so if V is strongly
finitely generated XV is of finite type. In particular, V is C2-cofinite if and only if XV
consists of just one point.

A longstanding open problem in the subject is the following: if V is C2-cofinite and
G is a finite group of automorphisms, is VG also C2-cofinite? Miyamoto has shown the
answer is affirmative if G is cyclic (and hence solvable) in [MiIII]. Jointly with Carnahan
[CM], he has also shown that VG is rationality when G is solvable. If G is not solvable the
C2-cofiniteness question remains open.

It is perhaps fruitful to ask a more general question: for a finite group G, does the G-
invariant functor commute with the associated variety functor? More precisely, if G acts
on a VOA V , there is an induced action of G on RV . The inclusion VG ↪→ V induces a
homomorphism of rings RVG → RV whose image clearly lies in (RV)G. It is easy to find
examples where this map RVG → (RV)G fails to be an isomorphism, but it is natural to
ask whether it becomes an isomorphism at the level of reduced rings. If this is the case,
and if VG is also strongly finitely generated, this would imply the above conjecture as a
special case. We end with a few nontrivial examples where this isomorphism of reduced
rings indeed holds.

2. DIFFERENTIAL GRADED ALGEBRAS

Throughout this paper, our base field will always be C and all rings will be C-algebras.
A differential graded algebra (DGA) will be a commutative C-algebra A equipped with a
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grading which we call weight:

A =
⊕
n≥0

An, n ∈ Z or
1

2
Z,

and a derivation ∂ on A, that is, a C-linear operator satisfying ∂(ab) = (∂a)b + b∂a for
a, b ∈ A. We also declare that ∂ is homogeneous of weight 1, meaning that ∂(An) ⊆
An+1. We will also sometimes work with differential graded superalgebras; these have an
additional Z/2Z-grading A = A0̄ ⊕ A1̄ which is compatible with the weight grading in
the sense that A =

⊕
n≥0A

0̄
n ⊕ A1̄

n. We write |a| = ī if a ∈ Aī, and A is supercommutative
meaning that ab− (−1)|a||b|ba = 0. The derivation ∂ is then required to preserve the Z/2Z-
grading.

If {ai| i ∈ I} is a subset of A such that {∂kai| i ∈ I, k ≥ 0} generates A as a ring, we
say that A is differentially generated by {ai| i ∈ I}. If I can be taken to be a finite set, we say
that A is differentially finitely generated.

There is a large class of DGAs that arise naturally from commutative C-algebras via the
arc space construction, which we now recall. First, let X be an irreducible scheme of finite
type over C. The zeroth jet scheme X0 is just X , and the first jet scheme X1 is the total
tangent space of X . It is determined by its functor of points: for every C-algebra A, we
have a bijection

Hom(Spec A,X1) ∼= Hom(Spec A[t]/〈t2〉, X).

Similarly, for m > 1, the mth jet scheme Xm is determined by a bijection

Hom(Spec A,Xm) ∼= Hom(Spec A[t]/〈tm+1〉, X)

for any C-algebra A. The assignment X 7→ Xm is functorial, and a morphism f : X → Y
of schemes induces fm : Xm → Ym for all m ≥ 1. If X is nonsingular, Xm is irreducible
and nonsingular for all m, and is just an affine bundle over X with fiber the affine space
of dimension m · dim(X). If X is singular, the jet schemes are more subtle and encode
information about the singularities of X .

There are projectionsXm+1 → Xm for allm, and the arc space is defined to be the inverse
limit

X∞ = lim
←
Xm.

Although it is generally not of finite type, X∞ has some better properties than the finite
jet schemes. For example, by a theorem of Kolchin [Kol], X∞ it is always irreducible
even though Xm can be reducible for all m ≥ 1. Arc spaces were first studied by Nash in
[Na], and also appear in Kontsevich’s theory of motivic integration [Kon]. This theory has
been developed by many authors including Batyrev, Craw, Denef, Ein, Loeser, Looijenga,
Mustata, and Veys; see for example [Bat, Cr, DLI, DLII, EM, Loo, M, Ve].

Suppose that X is the affine scheme Spec R for a finitely generated C-algebra R with a
presentation

R = C[y1, . . . , yr]/〈f1, . . . , fk〉.
Then Xm is again an affine scheme and we can find explicit equations for it using the
presentation of R as follows. First, a morphism Spec C[t]/〈tm+1〉 → X corresponds to a
ring homomorphism ϕ : R→ C[t]/〈tm+1〉, that is, an assignment

(2.1) ϕ(yj) = y
(0)
j + y

(1)
j t+ · · ·+ y

(m)
j tm, j = 1, . . . , r,

11



such that

(2.2) f`(ϕ(y1), . . . , ϕ(yr)) = 0, for all ` = 1, . . . , k.

We regard y(i)
i for i = 0, 1, . . . ,m as coordinate functions onXm, and we define a deriva-

tion D on the polynomial ring C[y
(i)
j | j = 1, . . . , r, i = 0, . . . ,m] as follows. On the genera-

tors, we have
D(y

(i)
j ) = y

(i+1)
j , for i < m, and D(y

(m)
j ) = 0,

and this is extended by the Leibniz rule to monomials in the generators, and then by
C-linearity to the polynomial algebra. In particular, f (s)

` = Ds(f`) is a well-defined poly-
nomial in C[y

(i)
j | j = 1, . . . , r, i = 0, . . . ,m]. It is easy to see that the requirement (2.2)

translates to the condition that the coordinate functions y(i)
j satisfy f

(s)
` for ` = 1, . . . , k

and 0 ≤ s ≤ m. Therefore Xm is the affine scheme Spec Rm, where

Rm = C[y
(i)
j | j = 1, . . . , r, i = 0, . . . ,m]/〈{f (s)

1 , . . . , f
(s)
k | s = 0, . . . ,m}〉.

By identifying yj with y
(0)
j , we see that R is naturally a subalgebra of Rm. Additionally,

we have N-grading Rm =
⊕

n≥0Rm[n] by weight, defined by wt(y(i)
j ) = i, and Rm[0] = R.

Similarly, if X = Spec R as above, X∞ is an affine scheme of infinite type, and we can
realize it similarly as Spec R∞ where

R∞ = C[y
(i)
j | j = 1, . . . , r, i ≥ 0]/〈{f (s)

1 , . . . , f
(s)
k | s ≥ 0}〉.

As above, R∞ is N-graded by weight, and the weight zero component R∞[0] is isomor-
phic to R, and differentially generates R∞. In fact, R∞ satisfies the following universal
property: if S is any differential graded ring S =

⊕
n≥0 S[n] such that S[0] ∼= R and S is

differentially generated by S[0], then S is a quotient of R∞.

3. VERTEX ALGEBRAS

Vertex algebras have been discussed from several points of view in the literature (see
for example [B, FLM, FHL, K, FBZ]). We will follow the formalism developed by the first
author jointly with Zuckerman in [LZII], and partly in [LiI].

The parallel between vertex algebras and commutative algebras was somewhat appar-
ent in an early formulation of a chiral algebras by string theorists. Roughly, such the chiral
algebra of a two-dimensional conformal field theory (2d CFT) consists of the ‘left-moving’
operators of the theory. One of the fundamental axioms of 2d CFT’s is the ‘locality axiom’,
which states the correlation functions of observables are real meromorphic functions on
the Riemann sphere that are symmetric in the observables after analytic continuations
[MS]. In particular, when the observables in question are left-moving operators, their cor-
relation functions are rational functions that are symmetric in the operators, again after
analytic continuations. This turns out to be completely equivalent the main axiom of a
vertex algebra, as first observed in [LZII].

Let V = V0⊕ V1 be a super vector space over C, z, w be formal variables, and QO(V ) be
the space of linear maps

V → V ((z)) = {
∑
n∈Z

v(n)z−n−1|v(n) ∈ V, v(n) = 0 for n >> 0}.
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Each element a ∈ QO(V ) can be represented as a power series

a = a(z) =
∑
n∈Z

a(n)z−n−1 ∈ End(V )[[z, z−1]].

We assume that a = a0 +a1 where ai : Vj → Vi+j((z)) for i, j ∈ Z/2Z, and we write |ai| = i.
For each n ∈ Z, we have a bilinear operation on QO(V ), defined on homogeneous

elements a and b by

a(w)(n)b(w) = Resza(z)b(w) ι|z|>|w|(z − w)n − (−1)|a||b|Reszb(w)a(z) ι|w|>|z|(z − w)n.

Here ι|z|>|w|f(z, w) ∈ C[[z, z−1, w, w−1]] denotes the power series expansion of a rational
function f in the region |z| > |w|. For a, b ∈ QO(V ), we have the following identity of
power series known as the operator product expansion (OPE):

(3.1) a(z)b(w) =
∑
n≥0

a(w)(n)b(w) (z − w)−n−1+ : a(z)b(w) : .

Here : a(z)b(w) : = a(z)−b(w) + (−1)|a||b|b(w)a(z)+, where a(z)− =
∑

n<0 a(n)z−n−1 and
a(z)+ =

∑
n≥0 a(n)z−n−1. Often, (3.1) is written as

a(z)b(w) ∼
∑
n≥0

a(w)(n)b(w) (z − w)−n−1,

where ∼means equal modulo the term : a(z)b(w) :, which is regular at z = w.
Note that : a(w)b(w) : is a well-defined element of QO(V ). It is called the Wick product

or normally ordered product of a and b, and it coincides with a(−1)b. For n ≥ 1 we have

n! a(z)(−n−1)b(z) = : (∂na(z))b(z) :, ∂ =
d

dz
.

For a1(z), . . . , ak(z) ∈ QO(V ), the k-fold iterated Wick product is defined inductively by

(3.2) : a1(z)a2(z) · · · ak(z) : = : a1(z)b(z) :, b(z) = : a2(z) · · · ak(z) : .

We usually omit the formal variable z when no confusion can arise.
A subspace A ⊆ QO(V ) containing 1 which is closed under all the above products is

called a quantum operator algebra (QOA). We say that a, b ∈ QO(V ) are local if

(z − w)N [a(z), b(w)] = 0

for some N ≥ 0. A commutative quantum operator algebra is a QOA whose elements are
pairwise local. This is well known to be equivalent to the notion of a vertex algebra in the
sense of [FLM], and from now on we will use these terms interchangeably.

Many formal algebraic notions such as homomorphisms, ideals, quotients, modules,
etc., are immediately clear. A vertex algebraA is called simple if it has no nontrivial ideals.
A vertex algebraA is generated by a subset S = {αi| i ∈ I} ifA is spanned by words in the
letters αi, and all products, for i ∈ I and n ∈ Z. We say that S strongly generates A if A is
spanned by words in the letters αi, and all products for n < 0. Equivalently,A is spanned
by

{: ∂k1αi1 · · · ∂kmαim : | i1, . . . , im ∈ I, k1, . . . , km ≥ 0}.
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Suppose that S is an ordered strong generating set {α1, α2, . . . } for A which is at most
countable. We say that S freely generates A, if A has a Poincaré-Birkhoff-Witt basis

: ∂k
1
1αi1 · · · ∂k1r1αi1∂k21αi2 · · · ∂k2r2αi2 · · · ∂kn1αin · · · ∂knrnαin :, 1 ≤ i1 < · · · < in,

k1
1 ≥ k1

2 ≥ · · · ≥ k1
r1
, k2

1 ≥ k2
2 ≥ · · · ≥ k2

r2
, · · · , kn1 ≥ kn2 ≥ · · · ≥ knrn ,

kt1 > kt2 > · · · > ktrt if αit is odd.

(3.3)

We recall some important identities that hold in any vertex algebraA. For fields a, b, c ∈
A, we have

(∂a)(n)b = −nan−1, ∀n ∈ Z,

a(n)b = (−1)|a||b|
∑
p∈Z

(−1)p+1(b(p)a)(n−p−1)1, ∀n ∈ Z,

: (: ab :)c : − : abc : =
∑
n≥0

1

(n+ 1)!

(
: (∂n+1a)(b(n)c) : +(−1)|a||b|(∂n+1b)(a(n)c) :

)
,

a(n)(: bc :)− : (a(n)b)c : −(−1)|a||b| : b(a(n)c) : =
n∑
i=1

(
n

i

)
(a(n−i)b)(i−1)c, ∀n ≥ 0,

a(r)(b(s)c) = (−1)|a||b|b(s)(a(r)c) +
r∑
i=0

(
r

i

)
(a(i)b)(r+s−i)c, ∀r, s ≥ 0.

(3.4)

The last identities above are known as Jacobi identities of type (a, b, c).

Conformal structure. A conformal structure with central charge c on a vertex algebra A
is a Virasoro vector L(z) =

∑
n∈Z Lnz

−n−2 ∈ A satisfying

(3.5) L(z)L(w) ∼ c

2
(z − w)−4 + 2L(w)(z − w)−2 + ∂L(w)(z − w)−1,

such that L−1α = ∂α for all α ∈ A, and L0 acts diagonalizably on A. We say that α
has conformal weight d if L0(α) = dα, and we denote the conformal weight d subspace
by A[d]. In all our examples, this grading will be by Z≥0 or 1

2
Z≥0. We say A is of type

W(d1, d2, . . . ; e1, e1, . . . ), if it has a minimal strong generating set consisting of one even
field in each conformal weight d1, d2, . . . , and one odd field in each conformal weight
e1, e2, . . . . A vertex algebra with a conformal structure is known as a vertex operator algebra
(VOA). Most examples that appear in the literature have this structure, but there are im-
portant exceptions including abelian vertex algebras, affine vertex algebras at the critical
level, and certain free field algebras which we discuss later in Section 10.

Abelian vertex algebras. The category of abelian vertex algebras is equivalent to the cat-
egory of differential graded (super)commutative rings. In particular, if A is such a ring
with differential D, for any a ∈ A, we can define a field

a(z) =
∑
n∈Z

a(n)z−n−1 ∈ End(A)[[z, z−1]].

Here a(n) = 0 for n ≥ 0, and a(−n−1) ∈ End(A) is left multiplication by 1
n!
Dna. All OPEs

are trivial in this algebra, and it is isomorphic to A as a vector space. A rich source of
examples comes from arc spaces: for any commutative ringR, the ringsR∞ has an abelian
vertex algebra structure. Note that R∞ has no conformal structure, but it has an action
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of the subalgebra {Ln| n ≥ −1} of the Virasoro algebra, which is called a quasiconformal
structure by Ben-Zvi and Frenkel in [FBZ]. This is enough for their main construction
to work, namely, the coordinate-free description of the vertex operation on any Riemann
surface. Finally, we note that for abelian vertex algebras, the notion of generation and
strong generation are the same. In general, these notions are very different; there are
vertex algebras such as the universal W∞-algebras of type W(2, 3, . . . ) and W(2, 4, . . . )
[LVI, KL] that are generated by just one field, but are not strongly finitely generated.

Free field algebras. The simplest nonabelian vertex algebras are the free field algebras.
These have the property that only the vacuum appears in the OPEs between the generat-
ing fields. They are important because many interesting vertex algebras admit free field
realizations; that is, they can be realized as subalgebras of free field algebras. They have
another useful interpretation as large level limits of affine VOAs andW-algebras, which
we shall discuss later in Sections 9 and 10.

There are four standard examples which we describe below. They are defined starting
from a finite-dimensional vector space V with either a symmetric or symplectic form,
and the generators are either even or odd. These are simple and freely generated, and
their full automorphism groups are the same as the group of linear automorphisms of V
which preserve the bilinear form. These examples all have conformal structures, but later
we will introduce a more general class of free field algebras that do not have conformal
structures.

Heisenberg algebra. Let V be an n-dimensional complex vector space equipped with a
nondegenerate, symmetric bilinear form 〈, 〉. Associated to V is a VOA H(V ) called a
Heisenberg algebra. It has even generators αu for u ∈ V , and OPE relations

αu(z)αv(w) ∼ 〈u, v〉(z − w)−2.

The full automorphism group ofH(V ), that is, the group of linear automorphisms which
preserve the OPEs, is the orthogonal group O(n), since the automorphisms of H(V ) are
exactly the linear automorphisms of V which preserve the pairing 〈, 〉.

Often it is convenient to choose an orthonormal basis v1, . . . , vn for V relative to 〈, 〉. We
denote the corresponding fields by αi, . . . , αn, which then satisfy αi(z)αj(w) ∼ δi,j(z −
w)−2. We often denote H(V ) by H(n), since it is just the tensor product of n copies of the
rank one Heisenberg VOA. Note thatH(n) has a Virasoro element

LH =
1

2

n∑
i=1

: αiαi :

of central charge n, under which αi is primary of weight one.

Free fermion algebra. One can also associate to the n-dimensional vector space V the free
fermion algebra F(V ). It is a vertex superalgebra with odd generators ϕu which are linear
in u ∈ V , and satisfy

ϕu(z)ϕv(w) ∼ 〈u, v〉(z − w)−1.

As above, the full automorphism group of F(V ) is the orthogonal group O(n). If we fix
an orthonormal basis v1, . . . , vn for V relative to 〈, 〉, we denote the corresponding fields
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by ϕ1, . . . , ϕn, and they satisfy ϕi(z)ϕj(w) ∼ δi,j(z −w)−1. We often denote F(V ) by F(n).
We have the Virasoro element

LF = −1

2

n∑
i=1

: ϕi∂ϕi :

of central charge n
2
, under which ϕi is primary of weight 1

2
.

βγ-system. Let V now be a symplectic vector space of dimension 2n, with skew-symmetric
bilinear form 〈, 〉. We can attach to V a VOA S(V ) with even generators ψv which are lin-
ear in v ∈ V , and satisfy

ψu(z)ψv(w) ∼ 〈u, v〉(z − w)−1.

There is an action of the symplectic group Sp(2n) on S(V ) by linear transformation on V
which preserve 〈, 〉. As usual, we fix a symplectic basis u1, . . . , un, v1, . . . , vn for V , so that
〈ui, vj〉 = δi,j and 〈ui, uj〉 = 0 = 〈vi, vj〉, and denote the corresponding elements ϕui and
ϕvi by βi and γi, respectively. Then

βi(z)γj(w) ∼ δi,j(z − w)−1, γi(z)βj(w) ∼ −δi,j(z − w)−1,

βi(z)βj(w) ∼ 0, γi(z)γj(w) ∼ 0.
(3.6)

We often use the notation S(n); it has Virasoro element

LS =
1

2

n∑
i=1

(
: βi∂γi : − : ∂βiγi :

)
of central charge −n, under which βi, γi are primary of weight 1

2
. Note that Sp(2n) is

easily seen to be the full automorphism group of S(n) preserving LS . One can deform the
weights of the fields βi, γi to (λ, 1− λ) by deforming the Virasoro element to

LSλ =
n∑
i=1

(
λ : βi∂γi : −(1− λ) : ∂βiγi :

)
under which the βi, γi are primary of weight (λ, 1−λ). Note that for λ 6= 1

2
, LSλ is preserved

only by the subgroup GL(n) ⊆ Sp(2n).

bc-system. There is a vertex superalgebra E(n) which is analogous to the βγ-system
S(n), but is now based on an orthogonal space V of dimension 2n. The bosonic fields
βi, γi are replaced by their fermionic counterparts bi, ci of the same conformal weights,
and the defining OPEs now become

bi(z)cj(w) ∼ δi,j(z − w)−1, ci(z)bj(w) ∼ δi,j(z − w)−1,

bi(z)bj(w) ∼ 0, ci(z)cj(w) ∼ 0.
(3.7)

Analogously, this algebra contains the Virasoro element

LEλ =
n∑
i=1

(
λ : bi∂ci : −(1− λ) : ∂bici :

)
which gives bi, ci the conformal weights (λ, 1− λ). Note that in our earlier notation, E(n)
is isomorphic to the free fermion algebra F(2n), and the conformal vector LF above cor-
responds to λ = 1

2
. In the case where V is two dimensional, and λ = 2, the bc-system is a

basic ingredient of the N = 0 BRST complex (playing the role of the conformal ‘bosonic
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ghosts’). For the N = 1 BRST complex, the βγ-system is the fermionic counterpart of the
bc-system playing the parallel role of the ‘fermionic ghosts’ of the same weights.

Symplectic fermion algebra. Finally, we can attach to the 2n-dimensional symplectic vec-
tor space V a vertex superalgebra A(V ) called a symplectic fermion algebra. It has odd
generators ξv which are linear in v ∈ V , and satisfy

ξu(z)ξv(w) ∼ 〈u, v〉(z − w)−2.

As above,A(V ) has full automorphism group the symplectic group Sp(2n). Fixing a sym-
plectic basis u1, . . . , un, v1, . . . , vn for V as above, we denote the corresponding generartors
ξui and ξvi by ei and f i, respectively. They satisfy

ei(z)f j(w) ∼ δi,j(z − w)−2, f j(z)ei(w) ∼ −δi,j(z − w)−2,

ei(z)ej(w) ∼ 0, f i(z)f j(w) ∼ 0.
(3.8)

It has the Virasoro element

LA = −
n∑
i=1

: eif i :

of central charge −2n, under which ei, f i are primary of weight one.

Affine vertex algebras. Let g be a simple, finite-dimensional, Lie (super)algebra with
dual Coxeter number h∨, equipped with the standard supersymmetric invariant bilinear
form (−|−). The universal affine vertex (super)algebra V k(g) associated to g is freely gener-
ated by elements Xξ which are linear in ξ ∈ g, and satisfy

Xξ(z)Xη(w) ∼ k(ξ|η)(z − w)−2 +X [ξ,η](w)(z − w)−1.

We may choose dual bases {ξ} and {ξ′} of g, satisfying (ξ′|η) = δξ,η. If k + h∨ 6= 0, there is
a Virasoro element

(3.9) Lg =
1

2(k + h∨)

∑
ξ

: XξXξ′ :

of central charge c = k·sdim(g)
k+h∨

. This is known as the Sugawara conformal vector, and each Xξ

is primary of weight one. As a module over the affine Lie (super)algebra ĝ = g[t, t−1]⊕C,
V k(g) is isomorphic to the vacuum ĝ-module, and is freely generated by {Xξi} as ξi runs
over a basis of g. We denote by Lk(g) the simple quotient of V k(g) by its maximal proper
ideal graded by conformal weight.

By a celebrated theorem of Frenkel and Zhu [FZ], for a simple Lie algebra g, Lk(g) is
C2-cofinite and rational if and only if k ∈ N. It is also known that for g a simple Lie
superalgebra, Lk(g) is C2-cofinite only in the case where g = osp1|2n for some n ≥ 1 and
k ∈ N [GK, AiLin]. The rationality of Lk(osp1|2n) was long expected, but until recently
was only known for osp1|2 [CFK]. This was proven by the second author and Creutzig in
[CLV] as an application of the Gaiotto-Rapčák triality conjecture.
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Affine W-algebras. The W-algebras Wk(g, f) are an important family of VOAs associ-
ated to a simple Lie (super)-algebra g and an even nilpotent element f ∈ g. They are a
common generalization of affine vertex superalgebras (the case f = 0) and the Virasoro
algebra (the case g = sl2 and f the principal nilpotent element). The first example beyond
these cases is the Zamolodchikov W3-algebra which corresponds to g = sl3 and f the
principal nilpotent [Zam]. It is of typeW(2, 3) meaning that it has one strong generator
in weights 2 and 3, and its structure is more complicated than that of affine and Virasoro
VOAs since the OPE of the weight 3 field with itself contains nonlinear terms. For a gen-
eral simple Lie algebra g, the definition of the principalW-algebraWk(g) = Wk(g, fprin)
using quantum Drinfeld-Sokolov reduction was given by Feigin and Frenkel in [FFI]. It
is of type W(d1, . . . , dm), where d1, . . . , dm are the degrees of the fundamental invariants
of g. The definition ofWk(g, f) for an arbitrary simple Lie superalgebra g and even nilpo-
tent element f ∈ g, is due to Kac, Roan, and Wakimoto [KRW], and is a generalization of
quantum Drinfeld-Sokolov reduction.

The principalW-algebrasWk(g) have appeared in several important problems in math-
ematics and physics including the Alday-Gaiotto-Tachikawa correspondence [AGT, BFN,
MO, SV], and the quantum geometric Langlands program [AF, CG, FrII, FG, GI, GII].
They are closely related to the classicalW-algebras which arose in work of Adler, Gelfand,
Dickey, Drinfeld, and Sokolov involving integrable hierarchies of soliton equations [Ad,
GD, Di, DS]. For a general nilpotent element f ∈ g, Wk(g, f) can also be regarded as a
chiralization of the finiteW-algebraWfin(g, f) of Premet [Pre]; see [DSKII].
W-algebras are expected to give rise to many new examples of rational conformal field

theories via the Kac-Wakimoto conjecture [KWIV], which was later refined by Arakawa and
van Ekeren [ArIII, AvE]. Let g be a simple Lie algebra and k = −h∨ + p

q
an admissible

level for ĝ. The associated variety of Lk(g) is then the closure of a nilpotent orbit Oq which
depends only on the denominator q [ArIII]. If f ∈ g is a nilpotent lying in Oq, the simple
W-algebra Wk(g, f) is known to be nonzero and C2-cofinite [ArIII]. Such pairs (f, q) are
called exceptional pairs in [AvE], and they generalize the notion of exceptional pair due to
Kac and Wakimoto [KWIV] and Elashvili, Kac, and Vinberg [EKV]. The corresponding
W-algebras are known as exceptionalW-algebras and were conjectured by Arakawa to be
rational in [ArIII], generalizing the original conjecture of [KWIV]. In a celebrated paper
[ArIV], Arakawa proved the rationality in full generality for principal nilpotents. More
recently, Arakawa and van Ekeren have proven rationality of all exceptionalW-algebras
in type A, and all exceptional subregular W-algebras of simply laced types [AvE]. One
application of the Gaiotto-Rapčák triality is to prove some new cases of this conjecture in-
volving non-principalW-algebras in types B and C that were not accessible with existing
technology. The triality theorems also give new examples of rationalW-algebras that are
not exceptional.

We shall briefly recall the definition and basic properties of W-algebras, following
[KWIII, KRW]. Let g be a simple Lie superalgebra with nondegenerate invariant super-
symmetric bilinear form ( | ) : g × g → C. Fix a basis {qα}α∈S of g indexed by a set S,
which is homogeneous with respect to the Z/2Z-grading on g. Here

|α| =

{
0 qα even
1 qα odd
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We define the structure constants in g by

[qα, qβ] =
∑
γ∈S

fαβγ qγ.

The affine VOA V k(g) is strongly generated by fields {Xα}α∈S satisfying

Xα(z)Xβ(w) ∼ k(qα|qβ)(z − w)−2 +
∑
γ∈S

fαβγ Xγ(w)(z − w)−1.

We define Xα to be the field corresponding to qα, where {qα}α∈S is the dual basis for g
with respect to ( | ).

Let f be a nilpotent element in the even part of g. By the Jacobson-Morozov theorem, f
can be completed to a copy of sl2 triple {f, x, e} ⊆ g satisfying the usual relations

[x, e] = e, [x, f ] = −f, [e, f ] = 2x.

The W-(super)algebra Wk(g, f) we are going to define depends only on the conjugacy
class of f . First, we have the decomposition of g as an sl2-module:

g =
⊕
k∈ 1

2
Z

gk, gk = {a ∈ g|[x, a] = ka}.

Let Sk be a basis of gk, so that our index set S decomposes as S =
⋃
k Sk. Set

g+ =
⊕

k∈ 1
2
Z>0

gk, g− =
⊕

k∈ 1
2
Z<0

gk,

with corresponding bases S+ of g+, and g− is naturally identified with the dual of g+.
We have an invariant bilinear form on g 1

2
given by

〈a, b〉 := (f |[a, b]).

Let F (g+) be the free field algebra associated to the vector superspace g+⊕g∗+. This vertex
superalgebra is strongly generated by fields {ϕα, ϕα}α∈S+ , where ϕα and ϕα are odd if α
is even and even if α is odd. The OPEs are

ϕα(z)ϕβ(w) ∼ δα,β
(z − w)

, ϕα(z)ϕβ(w) ∼ 0 ∼ ϕα(z)ϕβ(w).

Let F (g 1
2
) be the neutral vertex superalgebra associated to g 1

2
with bilinear form 〈 , 〉.

This is strongly generated by {Φα}α∈S 1
2

, where Φα is even if α is even, and odd if α is odd.
The OPEs are given by

(3.10) Φα(z)Φβ(w) ∼ 〈q
α, qβ〉

(z − w)
∼ (f |[qα, qβ])

(z − w)
,

and fields corresponding to the dual basis with respect to 〈 , 〉 are denoted by Φα. The
complex is defined by

C(g, f, k) := V k(g)⊗ F (g+)⊗ F (g 1
2
).
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One defines a Z-grading by giving the ϕα charge−1, the ϕα charge 1, and all others charge
zero. One further defines the odd field d(z) of charge minus one by

d(z) =
∑
α∈S+

(−1)|α|Xαϕα − 1

2

∑
α,β,γ∈S+

(−1)|α||γ|fαβγ ϕγϕ
αϕβ+

∑
α∈S+

(f |qα)ϕα +
∑
α∈S 1

2

ϕαΦα.
(3.11)

The zero-mode d0 is a differential since [d(z), d(w)] = 0 by [KRW, Thm. 2.1]. Set mα = j if
α ∈ Sj . TheW-algebra is defined to be its homology

Wk(g, f) := H (C(g, f, k), d0) .

Consider the Virasoro fields

Lsug =
1

2(k + h∨)

∑
α∈S

(−1)|α| : XαX
α :,

Lch =
∑
α∈S+

(−mα : ϕα∂ϕα : +(1−mα) : (∂ϕα)ϕα :) ,

Lne =
1

2

∑
α∈S 1

2

: (∂Φα)Φα :,

(3.12)

and define

(3.13) L = Lsug + ∂x+ Lch + Lne.

Then L represents an element ofWk(g, f) and has central charge

(3.14) c(g, f, k) =
k sdim g

k + h∨
− 12k(x|x)−

∑
α∈S+

(−1)|α|(12m2
α − 12mα + 2)− 1

2
sdim g 1

2
.

Set

(3.15) Jα = Xα +
∑

β,γ∈S+

(−1)|γ|fαβγ : ϕγϕ
β :

Their λ-bracket is [KWIII, Eq. 2.5]

[JαλJ
β] = fαβγ Jγ + λ

(
k(qα|qβ) +

1

2

(
κg(q

α, qβ)− κg0(qα, qβ)
))

with κg, κg0 the Killing forms, that is the supertrace of the adjoint representations, of g, g0,
respectively. The action of d0 is [KWIII, Eq. 2.6]

d0(Jα) =
∑
β∈S+

([f, qα], qβ)ϕβ +
∑
β∈S+
γ∈S 1

2

(−1)|α|(|β|+1)fαβγ ϕβΦγ−

∑
β∈S+

γ∈S\S+

(−1)|β|(|α|+1)fαβγ ϕβJγ +
∑
β∈S+

(k(qα|qβ) + strg+
(
p+(ad(qα))ad(qβ)

)
∂ϕβ

(3.16)
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with p+ the projection onto g+ and strg+ the supertrace on g+. Set

(3.17) Iα := Jα +
(−1)|α|

2

∑
β∈S 1

2

fβαγ ΦβΦγ

for α ∈ g0. Set a := gf ∩ g0. It is a Lie subsuperalgebra of g. The next theorem tells us that
Wk(g, f) contains an affine vertex superalgebra of type a.

Theorem 3.1. [KWIII, Thm 2.1]

(1) d0(Iα) = 0 for qα ∈ a and

[IαλI
β] = fαβγ Jγ + λ

(
k(qα|qβ) +

1

2

(
κg(q

α, qβ)− κg0(qα, qβ)− κ 1
2
(qα, qβ)

))
,

with κ 1
2

the supertrace of g0 on g 1
2
.

(2)

[LλJ
α] = (∂ + (1− j)λ)Jα + δj,0λ

2

(
1

2
strg+(ad qα)− (k + h∨)(qα|x)

)
,

for α ∈ Sj , and the same formula holds for Iα if qα ∈ a.

The main structural theorem is the following.

Theorem 3.2. [KWIII, Thm 4.1] Let g be a simple finite-dimensional Lie superalgebra with an
invariant bilinear form ( | ), and let x, f be a pair of even elements of g such that ad x is
diagonalizable with eigenvalues in 1

2
Z and [x, f ] = −f . Suppose that all eigenvalues of ad x on

gf are non-positive, so that we have a decomposition gf =
⊕

j≤0 g
f
j . Then

(1) For each qα ∈ gf−j , (j ≥ 0) there exists a d0-closed field Kα of conformal weight 1+j (with
respect to L) such that Kα − Jα is a linear combination of normal ordered products of the
fields Jβ , where β ∈ S−s, 0 ≤ s < j, the fields Φα, where α ∈ S 1

2
, and the derivatives of

these fields.
(2) The homology classes of the fields Kα, where {qα}α∈Sf is a basis of gf indexed by the set

Sf and compatible with its 1
2
Z-gradation, strongly and freely generate the VOAWk(g, f).

(3) H0(C(g, f, k), d0) =Wk(g, f) and Hj(C(g, f, k), d0) = 0 if j 6= 0.

There are often several different ways to constructW-algebras in addition to the above
definition. For example, the principal W-algebra can be realized inside the Heisenberg
algebra of rank equal to rank g as the kernel of screening operators associated the simple
roots of g. For simply laced types, there is also a coset construction Wk(g) which was
conjectured by many authors and recently proven in [ACL].

Let g be a simple Lie algebra with dual Coxeter number h∨,Wk(g) the universal prin-
cipal W-algebra of g at level k, and Wk(g) its unique simple quotient. It was proven
by Arakawa [ArII, ArIV] thatWk(g) is rational when k is a nondegenerate admissible level.
These W-algebras are called the minimal series principal W-algebras since in the case that
g = sl2 they are exactly the minimal series Virasoro VOAs. They are not necessarily uni-
tary, but if g is simply laced, there exists a sub-series called the discrete series which were
conjectured for many years to be unitary.
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We denote by Xξ(z) the generating fields of V k(g) for ξ ∈ g, and by abuse of notation,
we also denote by Xξ(z) the generating fields of Lk(g). There exists a diagonal homomor-
phism

V k+1(g)→ V k(g)⊗ L1(g), Xξ(z) 7→ Xξ(z)⊗ 1 + 1⊗Xξ(z), ξ ∈ g,

which descends to a homomorphism Lk+1(g)→ Lk(g)⊗ L1(g) for all positive integer and
admissible values of k. The main result of [ACL] is the following.

Theorem 3.3. Let g be simply laced and let k, ` be complex numbers related by

`+ h∨ =
k + h∨

k + h∨ + 1
.

(1) For generic values of `, we have a VOA isomorphism

W`(g) ∼= Com(V k+1(g), V k(g)⊗ L1(g)).

(2) Suppose that k is an admissible level for ĝ. Then ` is a nondegenerate admissible level for
ĝ so thatW`(g) is a minimal seriesW-algebra. Then

W`(g) ∼= Com(Lk+1(g), Lk(g)⊗ L1(g)).

This was conjectured in [BBSS] in the case of discrete series, which correspond to the
case k ∈ N, and by Kac and Wakimoto [KWI, KWIII] for arbitrary minimal series W-
algebras. The conjectural character formula of [FKW] for minimal series representations
of W-algebras that was proved in [ArI], together with the character formula of [KWIII]
of branching rules, proves the matching of characters. This provided strong evidence for
this conjecture, although it was previously known only for sl2 [GKO, KWIII] for a general
admissible k, and for sl3 for positive integers k [AJ].

Previous works on this problem have focused on the case where k is either a positive
integer or an admissible level, and it is difficult to study all such cases in a uniform man-
ner. In [ACL], the case of generic level was considered first; by Theorem 8.1 of [CLIII], once
statement (1) is proven for generic level, statement (2) then follows. For generic level, we
have the free field realization ofW`(g) coming from the Miura map γ` :W`(g) ↪→ π, where
π is the Heisenberg VOA of rank d = rank(g). This is obtained by applying the Drinfeld-
Sokolov reduction functor to the Wakimoto free field realization V `(g) ↪→ Mg ⊗ π, where
Mg is the βγ-system of rank d [FrI]. The technical heart of [ACL] is to construct another
VOA homomorphism Ψk : Com(V k+1(g), V k(g) ⊗ L1(g)) ↪→ π, and show that its image
coincides with the image of γ`.

Theorem 3.3 is a starting assumption of the conformal field theory to higher spin grav-
ity correspondence of [GGI], and has several applications. First, it implies the unitarity
of all discrete series principal W-algebras. Second, it implies the rationality of several
families of cosets, Com(Ln(glm), Ln(slm+1)) and Com(L2n(som), L2n(som+1)) for positive
integers n,m, and a family of N = 2 superconformal VOAs called Kazama-Suzuki cosets
[KS]. Third, if V is a VOA, A ⊆ V a subVOA, and C = Com(A,V), there is a strong link
between the representation theories ofA, C and V . For k an admissible level, Theorem 3.3
together with results of [CKM], implies that properties of the category of ordinary mod-
ules for the affine VOA Lk(g) such as rigidity, are inherited from known properties of the
module category of the correspondingW-algebra. In [CHY, C], a certain subcategory of
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the Bernstein-Gelfand-Gelfand category O for ĝ was shown to have a vertex tensor cate-
gory structure, which is modular under some arithmetic conditions on k. This gives the
first examples of such modular tensor categories for VOAs that are not C2-cofinite.

Given the many applications of the coset construction of Wk(g) for simply-laced g, is
an important problem to find coset realizations ofWk(g) for other Lie types, as well as for
principalW-superalgebras and non-principalW-algebras. One of the applications of the
triality theorems is to give a new coset realization ofWk(g) when g is of typeB orC. Also,
another perspective on triality was given by Conjecture 1.1 of [CLIV] and Conjecture 1.2
of [CLV]. Here, one conjectures the existence of a simple vertex superalgebra which is
a large extension of a certain affine VOA tensored with one of the W-(super)algebras
appearing in the triality theorems. The existence of these structures would yield coset
realizations of all the W-superalgebras considered in [CLIV, CLV], vastly generalizing
the coset realization in types A and D given by Theorem 3.3.

4. TOPOLOGICAL VERTEX OPERATOR ALGEBRAS

A topological vertex operator algebra (TVOA) consists of the following data: a vertex
operator superalgebra C∗, a weight one even current F (z) whose charge F0 is the fermion
number operator, a weight one odd primary field J(z) having fermion number one and
having a square zero charge J0 = Q, and a weight two odd primary field G(z) having
fermion number -1 and satisfying [Q,G(z)] = L(z) where L(z) is the stress-energy field
(Virasoro element). We denote the cohomology of the complex (C∗, Q) by H∗(C).

Examples of TVOAs have arisen in physics, primarily from twisting two-dimensional
N = 2 SCFT (see for example [DVV][EguYa]). Another prototype example of a TVOA is
given by theN = 0 absolute BRST complex C∗BRST = V ⊗Λ∗, with coefficient in a VOA V
of central charge of 26. In this case,

C∗ ≡ (C∗, F, J,G) = (C∗BRST , : c(z)b(z) :, LV (z) +
1

2
LΛ(z))c(z) : +

3

2
∂2c(z), b(z)).

Here LV , LΛ are the Virasoro elements of V and the bc-system of weights (2,−1) respec-
tively. This was the main object of study in [LZII], in which the following general theorem
was proved.

Theorem 4.1. On the cohomology H∗(C) of a TVOA, the Wick product on C∗ descends to a su-
percommutative associative product. Moreover, the Fourier coefficient G0 descends a BV operator
on cohomology. That is, the bracket measuring the failure of G0 to be a derivation:

{u, v} := G0(u · v)− (G0u) · v − (−1)|u|u · (G0v)

defines a Gerstenhaber bracket or an odd Poisson bracket on cohomology {, } : Hp × Hq −→
Hp+q−1. More precisely, we have

• {u, v} = −(−1)(|u|−1)(|v|−1){v, u}
• (−1)(|u|−1)(|t|−1){u, {v, t}}+(−1)(|t|−1)(|v|−1){t, {u, v}}+(−1)(|v|−1)(|u|−1){v, {t, u}} = 0
• {u, v · t} = {u, v} · t+ (−1)(|u|−1)|v|v · {u, t}
• G0{u, v} = {G0u, v}+ (−1)|u|−1{u,G0v}.

In particular H0 is a commutative algebra, and H1 is a Lie algebra with Lie bracket given by the
Gerstenhaber bracket.
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We note that if a TVOA arises as a twisted N = 2 SCFT, then it can be shown that the
BV operator on cohomology is identically zero. This is a special feature ofN = 2 theories.
(See [LZII].)

Another important new example of a TVOA is the absolute BRST complex of theN = 1
Virasoro superalgebra. This was studied in an unpublished work of the first author with
Moore and Zuckerman in [LMZ92].

Finally, as an application we mention one more interesting special case of the preceding
theorem, which gives a new cohomological construction of Borcherd’s Monster Lie alge-
bra. Let L be the rank 2 unimodular lattice, and VL the corresponding free field VOA with
momentum lattice L. We choose the standard Virasoro element of central charge 2 on VL
as our conformal structure. Let V \ be the Moonshine VOA of FLM. The TVOA given by
the absolute BRST complex of the N = 0 Virasoro algebra with coefficient in V \ ⊗ VL was
studied in details in [LZIII]. A vanishing theorem for the BV algebra H∗(C) was proved.
In particular that H1(C∗) in this case was shown to be precisely Borcherds’ Monster Lie
algebra.

5. ZHU’S COMMUTATIVE ALGEBRA, LI’S FILTRATION, AND ASSOCIATED GRADED
ALGEBRAS

Given a vertex algebra V , define

(5.1) C(V) = Span{a(−2)b| a, b ∈ V}, RV = V/C(V).

It is well known that RV is a commutative, associative algebra with product induced by
the normally ordered product [Z]. Also, if V is graded by conformal weight, RV inherits
this grading. The following notions are due to Arakawa [ArII, ArIII]; see also [AMI].

(1) The associated scheme of V is X̃V = Spec RV ,
(2) The associated variety of V is XV = Specm RV = (X̃V)red.

Here (X̃V)red denotes the reduced scheme of X̃V . If {αi| i ∈ I} is a strong generating set for
V , the images of these fields in RV will generate RV as a ring. In particular, RV is finitely
generated if and only if V is strongly finitely generated.

A vertex algebra V is called C2-cofinite, or lisse, if RV is finite-dimensional as a vector
space over C. If V is strongly finitely generated, this is equivalent to the condition that
every element of RV is nilpotent. In this case, X̃V is a finite set and XV consists of just
one point. This finiteness condition was introduced by Zhu [Z] and plays a fundamental
notion in his proof of modular invariance of characters of rational VOAs which satisfy
this condition.

If A is a commutative C-algebra, the ring A∞ of functions on the arc space of Spec A
can be thought of as an abelian vertex algebra. Then Zhu’s commutative algebra RA∞ is
isomorphic to A [FBZ]. In particular, any commutative C-algebra arises as RV for some
vertex algebra V . On the other hand, if we consider RV for simple vertex algebras V , it is
not at all apparent which commutative rings can be obtained in this way. For example,
no simple VOA V is known where XV fails to be an irreducible. In fact, if V is simple and
quasi-lisse it is known that XV is always irreducible [AMII], and this is expected to hold
in a more general setting.
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One case where the structure of XV has received considerable attention is when V is a
simple affine VOA Lk(g) for an admissible level k. In this case an important theorem of
Arakawa states that XV lies in the nilpotent cone, and this is a key starting point in his
result that Lk(g) is rational in category O [ArV].

The ring RV turns out to be part of a much larger commutative algebra which we now
recall. For any vertex algebra V , Haisheng Li has defined a canonical decreasing filtration
on V in [LiII] as follows.

F 0(V) ⊇ F 1(V) ⊇ · · · ,
where F p(V) is spanned by elements of the form

: ∂n1a1∂n2a2 · · · ∂nrar :,

where a1, . . . , ar ∈ V , ni ≥ 0, and n1 + · · · + nr ≥ p. Note that V = F 0(V) and ∂F i(V) ⊆
F i+1(V). Set

gr(V) =
⊕
p≥0

F p(V)/F p+1(V),

and for p ≥ 0 let
σp : F p(V)→ F p(V)/F p+1(V) ⊆ gr(V)

be the projection. Note that gr(V) is a graded commutative algebra with product

σp(a)σq(b) = σp+q(a(−1)b),

for a ∈ F p(V) and b ∈ F q(V). We say that the subspace F p(V)/F p+1(V) has degree p. Note
that gr(V) has a differential ∂ defined by

∂(σp(a)) = σp+1(∂a),

for a ∈ F p(V). Finally, gr(V) has the structure of a Poisson vertex algebra [LiII]; for n ≥ 0,
we define

σp(a)(n)σq(b) = σp+q−na(n)b.

Zhu’s commutative algebra RV is isomorphic to the subalgebra F 0(V)/F 1(V) ⊆ gr(V),
since F 1(V) coincides with the space C(V) defined by (5.1). Moreover, gr(V) is generated
by RV as a differential graded commutative algebra [LiII].

Since gr(V) is a differential graded algebra containing RV as the weight zero compo-
nent and is generated by RV , by the universal property of C[(X̃V)∞], we have a surjective
homomorphism of differential graded rings

(5.2) ΦV : C[(X̃V)∞]→ gr(V).

Following Arakawa [ArII, ArIII], we define the singular support of V to be

(5.3) SS(V) = Spec gr(V),

which is then a closed subscheme of (X̃V)∞. A natural question which was raised by
Arakawa and Moreau [AMI] is when the map (5.2) is an isomorphism. A vertex alge-
bra V for which this map is an isomorphism of schemes is called classically free by van
Ekeren and Heluani [EH]. This property has turned out to be important in their no-
tion of chiral homology, and they have proven that Virasoro minimal models Virp,q are
classically free if and only of p = 2. Here Virp,q denotes the simple Virasoro VOA with
central charge c = 1 − 6 (p−q)2

pq
. More examples and counterexamples of classically free

VOAs have appeared in work of Andrews, van Ekeren, Heluani, Jennings-Shaffer, Li
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and Milas, and their characters have interesting connections with combinatorial identi-
ties [L, LM, MJS, AEH].

A weaker condition than classical freeness is that the map (5.2) is an isomorphism at the
level of varieties, i.e., the induced map on reduced rings is an isomorphism. The VOAs
in the above papers are all C2-cofinite, so the associated variety consists of just a point
and this condition holds automatically since the reduced rings are both isomorphic to C.
Arakawa and Moreau have shown that (5.2) is an isomorphism at the level of varieties in
a much richer class of examples, namely quasi-lisse VOAs [AMII]. This notion is due to
Arakawa and Kawasetsu [AK], and means that the associated variety is a Poisson variety
with finitely many symplectic leaves. Under these conditions, the category of ordinary
modules contains finitely many irreducible objects whose normalized characters satisfy
a modular linear differential equation [AK]. Quasi-lisse VOAs form a rich class that in-
cludes simple affine VOAs at admissible levels, and also more exotic examples coming
from four-dimensional N = 2 superconformal field theories [BLLPRR].

In [AL], Arakawa and the second author gave several examples of VOAs that are not
quasi-lisse and not classically free, where (5.2) is an isomorphism at the level of varieties.
At the moment, there are no known examples of simple VOAs where (5.2) fails to be an
isomorphism at the level of varieties, and it is reasonable to expect that this holds for
all simple VOAs. One of the examples in [AL] involves the simpleW3-algebra at central
charge c = −2, which is theW2,3 singlet algebra [AdM]. In this case, the associated variety
is the cuspidal curve given by x2 = y3.

We note that if a VOA V is not classically free, it is a difficult problem to describe gr(V);
even though it is generated by RV as a DGA, the description of the relations is nontrivial.
The kernel of the map (5.2) is always a differential ideal, that is, an ideal which is closed
under the derivation D, and a natural question raised by Arakawa and the second author
in [AL] is whether it is finitely generated as a differential ideal. In the above example
V = W2,3, where XV is the cuspidal curve, this kernel coincides with the nilradical of
C[(X̃V)∞], and it is conjectured to be generated by two elements as a differential ideal; see
[AL] as well as [KnSe]. More recently, in the case of the Virasoro minimal model V ir3,4,
which is not classically free, the kernel of (5.2) was proven to be a differentially finitely
generated ideal by Andrews, Heluani and van Ekeren in [AEH].

In addition to the canonical decreasing filtration that exists on any VOA V , Li has also
introduced the notion of a good increasing filtration that exists under some mild conditions
on V [LiII]. If V possesses a good increasing filtration, the associated graded algebra with
respect to this filtration is also a graded commutative ring, and typically coincides with
the associated graded algebra with respect to the Li’s decreasing filtration. In many of
our applications, it is more convenient to work with good increasing filtrations, and we
will use the same notation gr(V) since in all of our examples this structure is independent
of which filtration we use.

The passage from a VOA V to its associated graded algebra gr(V) is a powerful tool
for studying V . In our applications to the structure of orbifolds and cosets of V using
classical invariant theory, this is effective when V is either a free field algebra, a universal
affine VOA, or a universal W-algebra. In these examples, V is freely generated, hence
automatically classically free. In order to apply these ideas to a wider class of VOAs, it
will be necessary to gain a better understanding of the structure of gr(V), and hence of
the kernel of (5.2).
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6. VERTEX ALGEBRAS OVER COMMUTATIVE RINGS

Let R be a commutative C-algebra. A vertex algebra over R is an R-module A with
a vertex algebra structure which we define in the same way as before, except that all
linear maps are replaced with R-module homomorphisms. For any R-module M , we
define QOR(M) to be the set of R-module homomorphisms a : M → M((z)), which is
itself naturally an R-module. An element a ∈ QOR(M) can be uniquely represented by a
power series

a(z) =
∑
n∈Z

a(n)z−n−1 ∈ EndR(M)[[z, z−1]].

Here a(n) ∈ EndR(M) is an R-module endomorphism, and for each element v ∈ M ,
a(n)v = 0 for n >> 0. We define the products a(n)b as before. They are R-module homo-
morphisms

QOR(M)⊗R QOR(M)→ QOR(M).

A QOA will be an R-module A ⊆ QOR(M) containing 1 and closed under all the above
products. Locality is defined in the same way as before, and a vertex algebra over R is a
QOAA ⊆ QOR(M) whose elements are pairwise local. We mention that a comprehensive
theory of vertex algebras over commutative rings has recently been developed by Mason
[Ma], but the main difficulties are not present when R is a C-algebra. In particular, the
translation operator ∂ can be defined in the usual way and it is not necessary to replace it
with a Hasse-Schmidt derivation.

We say that a subset S = {αi| i ∈ I} ⊆ A generatesA ifA is spanned as anR-module by
all words in αi and the above products. Similarly, S strongly generates A if A is spanned
as an R-module by all iterated Wick products of these generators and their derivatives.
If S = {α1, α2, . . . } is an ordered strong generating set for A which is at most countable,
we say that S freely generates A, if A has an R-basis consisting of all normally ordered
monomials of the form (3.3). In particular, this implies that A is a free R-module.

Let V be a vertex algebra overR and let c ∈ R. Suppose that V contains a field L satisfy-
ing the Virasoro OPE relation (3.5), such that L0 acts on V by ∂ and L1 acts diagonalizably,
and we have an R-module decomposition

V =
⊕
d∈R

V [d],

where V [d] is the L0-eigenspace with eigenvalue d. We then call V as VOA over R. In all
our examples, the grading will be by Z≥0 regarded as a subsemigroup of R, and V [0] ∼= R.

Suppose that R is the ring of functions on a variety X ⊆ Cn, so that X = Specm R.
We can regard the vertex algebra V as being defined on X in the sense that for each point
p ∈ X , the evaluation at p yields a vertex algebra over C. Similarly, we have the notion
of specialization along a subvariety. Let I ⊆ R be an ideal corresponding to a closed
subvariety Y ⊆ X , and let I · V denote the set of finite sums of the form

∑
i fivi where

fi ∈ I and vi ∈ V . Clearly I · V is the vertex algebra ideal generated by I , and the quotient

VI = V/(I · V)

is a vertex algebra over R/I .

27



Let V be a vertex algebra over R with weight grading

(6.1) V =
⊕
n≥0

V [n], V [0] ∼= R.

A vertex algebra ideal I ⊆ V is called graded if

I =
⊕
n≥0

I[n], I[n] = I ∩ V [n].

We say that V is simple if for every proper graded ideal I ⊆ V , I[0] 6= {0}. This is different
from the usual notion of simplicity, namely, that V has no nontrivial proper graded ideals,
but it agrees with the usual notion if R is a field. If I ⊆ R is a nontrivial proper ideal, it
will generate a nontrivial proper graded vertex algebra ideal I · V . Then

VI = V/(I · V)

is a vertex algebra over R/I . Even if V is simple over R, VI need not be simple over R/I .
Let R be the ring of functions on a variety X , and let V be a simple vertex algebra over

R with weight grading (6.1). Let I ⊆ R be an ideal such that VI is not simple. This means
that VI possesses a maximal proper graded ideal I such that I[0] = {0}. Then the quotient

VI = VI/I

is a simple vertex algebra over R/I . Letting Y ⊆ X be the closed subvariety correspond-
ing to I , we can regard VI as a simple vertex algebra defined over Y . Continuing this
process, we can consider the poset all ideals I ⊆ R for which VI is not simple over R/I .
If I1, I2 are ideals in this poset, let VI1 = VI1/I1 and VI2 = VI2/I2 be the corresponding
simple vertex algebras over R/I1 and R/I2, respectively. Let Y1, Y2 ⊆ X be the closed sub-
varieties corresponding to I1, I2, and let p ∈ Y1 ∩ Y2 be a point in the intersection. Let VpI1
and VpI2 be the vertex algebras over C obtained by evaluating at p. Then VpI1 and VpI2 need
not be simple, and we let VI1,p and VI2,p denote their simple quotients. Clearly p corre-
sponds to a maximal ideal M ⊆ R containing both I1 and I2, and we have isomorphisms

VI1,p ∼= VM ∼= VI2,p.

In general, VI1 and VI2 can be very different vertex algebras, and the above pointwise
isomorphism which arises from the intersection of the varieties Y1 and Y2, is nontrivial.

Given a VOA V =
⊕

n≥0 V [n] over R with V [0] ∼= R, V [n] has a symmetric bilinear form

(6.2) 〈, 〉n : V [n]⊗R V [n]→ R, 〈ω, ν〉n = ω(2n−1)ν.

If each V [n] is a free R-module of finite rank, we define the level n Shapovalov determi-
nant detn ∈ R to be the determinant of the matrix of 〈, 〉n. Under mild hypotheses, namely,
V [0] ∼= R, and V [1] is annihilated by L1, an element ω ∈ V [n] lies in the radical of the form
〈, 〉n if and only of ω lies in the maximal proper graded ideal of V [LiI]. Then V is simple
if and only if detn 6= 0 for all n. If V is simple and R is a unique factorization ring, each
irreducible factor a of detn give rise to a prime ideal (a) ⊆ R. The corresponding varieties
V (a) are just the irreducible subvarieties of Specm R where degeneration of V occurs.
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7. ORBIFOLDS AND THE VERTEX ALGEBRA HILBERT PROBLEM

Orbifold construction. Let V be a VOA and let G be a group of automorphisms of V .
Unless otherwise stated, we will always assume that V has a conformal vector L which
is invariant under G. The invariant subalgebra VG is called an orbifold of V , and it has
the same conformal vector, so the inclusion VG ↪→ V is a conformal embedding. This
construction was introduced in physics; see for example [DVVV, DHVWI, DHVWII], as
well as [FLM] for the construction of the Moonshine VOA V \ as an extension of the Z/2Z-
orbifold of the VOA associated to the Leech lattice.

One motivation for studying orbifolds is their connection with the longstanding prob-
lem of classifying rational conformal field theories. When c < 1 this has been achieved
using the classification of unitary representations of the Virasoro algebra [KL], but for
c ≥ 1 it is still out of reach. Two cases have received much attention and appear tractable:
the case c = 1 [G][Ki], and the case of holomorphic VOAs, that is, rational VOAs V whose
module category contains only one irreducible object, namely V itself. For c = 1, it is
conjectured that in addition to the rank one lattice VOAs and their Z/2Z-orbifolds, the
remaining cases are V G

L where L is the A1 root lattice and G is one of the alternating
groups A4 or A5, or the symmetric group S4 [DJ]. If V is holomorphic, its central charge
c is necessarily an integer multiple of 8 [Sch]. For c = 8 and c = 16, the classifica-
tion is easy and appears in [DM], but the case c = 24 is a famous problem. In [Sch],
Schellekens showed that there are exactly 71 possible characters of such VOAs, and con-
jectured that there is a unique holomorphic VOA with c = 24 realizing each of these. Very
recently, due to the efforts of many researchers, these have been constructed using orb-
ifold theory, and their uniqueness is known with the exception of the Moonshine VOA V \

[EMSI, EMSII, ELMS, LS].
Recall that a vertex algebra V is called strongly finitely generated if there exists a fi-

nite set of generators such that the set of iterated Wick products of the generators and
their derivatives spans V . This property has many important consequences, and in par-
ticular implies that Zhu’s associative algebra A(V) and Zhu’s commutative algebra RV
are finitely generated. Recall Hilbert’s theorem that if a reductive group G acts on a
finite-dimensional complex vector space V , the invariant ring C[V ]G is finitely generated
[HI, HII]. This theorem was very influential in the development of commutative alge-
bra and algebraic geometry. In fact, Hilbert’s basis theorem, Nullstellensatz, and syzygy
theorem were all introduced in connection with this problem. One can ask similar ques-
tions in the setting of noncommutative rings. There are many example such as universal
enveloping algebras, Weyl algebras, etc., which admit filtrations for which the associated
graded algebra is commutative, and the problem can be reduced to the commutative case.
The analogous problem for vertex algebras is the following.

Problem 7.1. Given a simple, strongly finitely generated vertex algebra V and a reductive group
G of automorphisms of V , is VG strongly finitely generated?

This is much more subtle than the case of noncommutative rings, and generally fails
for abelian vertex algebras. The main difficulty is that vertex algebras are not Noetherian,
and this phenomenon depends sensitively on the nonassociativity of vertex algebras.

Example: the rank one Heisenberg algebra. Before we discuss this problem in a general
setting, we want to give an illustrative example. The rank one Heisenberg algebra H =
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H(1) is freely generated by one field α satisfying α(z)α(w) ∼ (z − w)−2. With respect to
the usual Virasoro element L = 1

2
: αα :, the generator α is primary of weight 1. There is

only one nontrivial automorphism ofH, namely, the involution θ defined by θ(α) = −α.
We also wish to consider the degenerate Heisenberg algebraHdeg which is also generated

by a field α of weight 1, but this field has regular OPE with itself. As vector spaces,

Hdeg
∼= C[α, ∂α, ∂2α, . . . ] ∼= gr(H) ∼= H,

butHdeg is just a differential graded commutative algebra, that is,Hdeg
∼= C[α, ∂α, ∂2α, . . . ]

as vertex algebras. We may also define an involution θ on Hdeg by θ(∂kα) = −∂kα. The
invariant algebras HZ/2Z and HZ/2Z

deg are linearly isomorphic, but they have very different
behavior as vertex algebras.

We begin with HZ/2Z
deg . First, since θ acts diagonalizably on the generators, θ acts by ±1

on each monomial ∂i1α · · · ∂irα ∈ Hdeg, and such a monomial is invariant under θ if and
only if r is even. ThereforeHZ/2Z

deg is generated by all quadratic monomials

qi,j = ∂iα∂jα, i, j ≥ 0.

Note that qi,j = qj,i so it suffices to take qi,j with i ≥ j ≥ 0. There is some redundancy
in this generating set from the point of view of differential algebras because ∂(qi,j) =
qi+1,j + qi,j+1. It is easy to see that the sets

{∂jq2i,0| i, j ≥ 0}, {qi,j| 0 ≤ i ≤ j},

are linearly independent and span the same vector space. Therefore

{q2i,0| i ≥ 0}

generatesHZ/2Z
deg as a differential algebra; equivalently it strongly generatesHZ/2Z

deg . In fact,
we claim that this is a minimal generating set, that is, if we remove any of these generators
the remaining elements will no longer generate. Although {∂jq2i,0| i, j ≥ 0} is a linearly
independent set, there are many algebraic relations among these elements. In terms of
our original generating set {qi,j| 0 ≤ i ≤ j}, all such relations are consequences of the
quadratic relations

qi,jqk,` − qi,`qk,j = 0.

Since these are homogeneous of degree two, there are no relations among {∂jq2i,0| i, j ≥ 0}
which have a linear term. This shows that our generating set is indeed minimal. In
particular, we conclude that HZ/2Z

deg is not finitely generated as a differential algebra. More
generally, if G is any finite group and V is any nontrivial finite-dimensional G-module, G
then acts on the ring of functions C[V ] and on the differential polynomial ring C[V∞], and
C[V∞]G is never finitely generated as a differential algebra [LSS].

Now we turn to the orbifoldHZ/2Z of the nondegenerate Heisenberg algebra, where the
generator θ of Z/2Z acts by θ(α) = −α as above. The following well-known theorem is
due to Dong and Nagatomo [DN] and is the starting point for understanding the structure
of Z/2Z-orbifolds of lattice VOAs.

Theorem 7.2. The Z/2Z-orbifold of the rank one Heisenberg VOA HZ/2Z is of typeW(2, 4). In
particular, it is strongly generated by the Virasoro field L = 1

2
: αα : and a weight 4 field W which

we can take to be : (∂2α)α :.
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Even though HZ/2Z and HZ/2Z
deg are isomorphic as vector spaces, the former is strongly

finitely generated and the latter is not. This phenomenon is very subtle and is a con-
sequence of the nonassociativity of the Wick product. For the benefit of the reader, we
provide a proof of this which is somewhat different from the original proof.

First, recall thatH has a basis consisting of the normally ordered monomials

{: ∂k1α · · · ∂krα : | 0 ≤ k1 ≤ · · · ≤ kr}.
With respect to the natural good increasing filtration H(0) ⊆ H(1) ⊆ · · · where H(−1)

∼= C
andH(d) is spanned by all monomials : ∂k1α · · · ∂krα : with r ≤ d, gr(H) =

⊕
d≥0H(d)/H(d−1)

is isomorphic to the differential polynomial algebra C[α, ∂α, ∂2α, . . . ]. We then have linear
isomorphisms

H ∼= gr(H) ∼= C[α, ∂α, ∂2α, . . . ] ∼= Hdeg.

The action of θ ∈ Z/2Z is given on generators by θ(∂iα) = −∂iα. It follows that HZ/2Z

is spanned by all normally ordered monomials of even degree

: (∂k1α) · · · (∂krα) :, k1 ≥ · · · ≥ kr, r even.

It is easy to see by induction on length that such monomials are strongly generated by
the normally ordered quadratics

ωi,j = : (∂iα)(∂jα) :, i, j ≥ 0.

As above, ωi,j = ωj,i so we can take i ≥ j ≥ 0. Also, we have

∂(ωi,j) = ωi+1,j + ωi,j+1,

so if we want generators for HZ/2Z as a differential algebra, there is some redundancy in
the above generating set. It is easy to see that the sets

{∂jω2i,0| i, j ≥ 0}, {ωi,j| i, j ≥ 0}
are linearly independent and span the same vector space, so that {ω2i,0| i ≥ 0} is also a
strong generating set for HZ/2Z. However, this set is no longer a minimal generating set.
Recall the classical relations among the generators qi,j ∈ HZ/2Z

deg

qi,jqk,` − qi,`qk,j = 0.

If we consider the corresponding normally ordered elements inHZ/2Z, namely,

: ωi,jωk,` : − : ωi,`ωk,j :

this expression is no longer zero due to nonassociativity of the Wick product. For exam-
ple, consider the relation of lowest weight 6, namely q0,0q1,1 − q0,1q0,1. The corresponding
normally ordered expression inHZ/2Z is

(7.1) : ω0,0ω1,1 : − : ω0,1ω0,1 : =
7

6
ω3,1 −

1

12
ω4,0.

An easy calculation shows that

ω1,1 = −ω2,0 +
1

2
∂2ω0,0,

ω3,1 = −ω4,0 +
3

2
∂2ω2,0 −

1

4
∂4ω0,0.

(7.2)
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Rescaling (7.1) by a factor of −4
5
, replacing all variables with ω0,0, ω2,0, ω4,0 and their

derivatives, and solving for ω4,0, we can rewrite this equation as

(7.3) ω0,4 = −2

5
: ω0,0∂

2ω0,0 : +
4

5
: ω0,0ω2,0 : +

1

5
: ∂ω0,0∂ω0,0 : +

7

5
∂2ω2,0 −

7

30
∂4ω0,0.

It follows that the field ω4,0 is not needed in our strong generating set, since it can be ex-
pressed as a normally ordered polynomial in ω0,0 and ω2,0 and their derivatives. Accord-
ingly, we call (7.3) a decoupling relation for ω4,0. This is very different from the situation of
HZ/2Z

deg where such decoupling relations do not exist because there are no relations with a
linear term.

Lemma 7.3. For all n ≥ 2, there exists a decoupling relation

ω2n,0 = P2n(ω0,0, ω2,0),

where P2n(ω0,0, ω2,0) is a normally ordered polynomial in ω0,0, ω2,0 and their derivatives.

Proof. Starting from (7.3), we can obtain a similar relation ω6,0 = P6(ω0,0, ω2,0) by applying
the operator (ω2,0)(1) to both sides of (7.3), and using the following calculations:

(ω2,0)(1)ω4,0 = 4ω4,2 + 12ω6,0

= 16ω6,0 − 16∂2ω4,0 + 20∂4ω2,0 − 4∂6ω0,0,

(ω2,0)(1)ω2,0 = 12ω4,0 − 8∂2ω2,0 + 2∂4ω0,0,

(ω2,0)(1)ω0,0 = 8ω2,0,

(ω2,0)(1)∂
2ω2,0 = 24∂2ω4,0 − 22∂4ω2,0 + 5∂6ω0,0,

(ω2,0)(1)∂
2ω0,0 = 20∂2ω2,0 − 2∂4ω0,0,

(ω2,0)(1)∂ω0,0 = 14∂ω2,0 − ∂3ω0,0.

(7.4)

All appearances of ω4,0 and its derivatives can be eliminated by replacing them with (7.3)
and its derivatives, so we can express ω6,0 as a normally ordered polynomial in ω0,0, ω2,0

and their derivatives.
Inductively, assume that for all i such that 2 ≤ i ≤ n− 1, we have a decoupling relation

ω2i,0 = P2i(ω0,0, ω2,0).

We apply (ω2,0)(1) to both sides of ω2n−2,0 = P2n−2(ω0,0, ω2,0). It is easy to check that

(ω2,0)(1)ω2n−2,0 ≡ (4n+ 4)ω2n,0

modulo the span of ∂2+2kω2n−2k−2,0 for k = 0, 1, . . . , n − 1. Inductively, we can express
all terms except for (4n + 4)ω2n,0 as normally ordered expressions on ω0,0, ω2,0 and their
derivatives, so solving for ω2n,0 we obtain a decoupling relation ω2n,0 = P2n(ω0,0, ω2,0). �

Finally, since {ω2n,0| n ≥ 0} strongly generates HZ/2Z, the existence of decoupling rela-
tions for {ω2n,0| n ≥ 2} completes the proof of Dong-Nagatomo’s theorem that ω0,0, ω2,0 is
a strong generating set. The minimality is apparent since there are no normally ordered
relations among ω0,0, ω2,0 and their derivatives below weight 8.
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8. VERTEX ALGEBRA HILBERT PROBLEM FOR FREE FIELD ALGEBRAS

The following theorem which vastly generalizes Theorem 7.2, was proven in [CLIII],
and is based on a series of papers by the second author [LI]-[LV].

Theorem 8.1. Let V be any VOA which a tensor product of free field algebras of the types H(n),
F(m), S(r), A(s) introduced earlier. Given any reductive group G of automorphisms of V , VG is
strongly finitely generated.

In this section, will give an outline of the proof. Let V = H(n) ⊗ F(m) ⊗ S(r) ⊗ A(s)
as above. By definition, we assume that G preserves the total conformal vector, which is
the sum of the conformal vectors for the tensor factors. In particular, both the conformal
weight grading and parity grading are preserved. So the space of weight 1/2 is preserved
which is the span of the generators of S(n) and F(m), and these are separately preserved.
Therefore G must act by automorphism on S(n) and F(m) separately. Next, since S(n)⊗
F(m) commutes with H(n) ⊗ A(s), each g ∈ G must map H(n) ⊗ A(s) to H(n) ⊗ A(s).
Restricting to the weight 1 space, which is spanned by the generators of H(n) ⊗ A(s),
G must preserve this space as well as the parity, hence it also acts on H(n) and A(s)
separately. Therefore G is a subgroup of O(n) ⊗ O(m) ⊗ Sp(2r) ⊗ Sp(2s), and VG can be
regarded as a module overH(n)O(n) ⊗F(m)O(m) ⊗ S(r)Sp(2r) ⊗A(s)Sp(2s).

The proof of Theorem 8.1 consists of the following steps

(1) First we prove it in the special case when V is one of the standard algebras H(n),
F(m), S(r), A(s), and G is the full automorphism group, which is either O(n) or
Sp(2n). Then gr(V) is either a symmetric or exterior algebra on

⊕
i≥0 Vi, where each

Vi is the standard Aut V-module. The generators for such invariant rings are given
by Weyl’s first fundamental theorem of invariant theory (FFT) for the orthogonal
and symplectic groups [W]. This yields infinite generating sets for gr(V)Aut V , and
hence infinite strong generating sets for VAut V , since gr(V)Aut V ∼= gr(VAut V). The
relations among these generators are given by Weyl’s second fundamental theo-
rem of invariant theory (SFT) [W], and using these relations we can eliminate all
but a finite subset of the generators. From our explicit description of VAut V , we
will also see that the Zhu algebra A(VAut V) is abelian in all cases. Therefore all ir-
reducible ordinary VAut V-modules have one-dimensional top component, and are
parametrized by Specm A(VAut V).

(2) For V = H(n),F(m),S(r),A(s) and G ⊆ Aut V an arbitrary reductive group, we
will decompose VG as a module over VAut V . Even though there will typically
be infinitely many irreducible VAut V-modules in this decomposition, using Weyl’s
theorem on polarizations [W], we will show that a strong generating set for VG lies
in the sum of finitely many of these modules.

(3) Given a VOA A with weight grading A =
⊕

n≥0A[n] with A[0] ∼= C, and an or-
dinary A-module M , following [MiII], we define C1(M) to be the subspace ofM
spanned by elements of the form

: a(z)b(z) :, a(z) ∈
⊕
k>0

A[k], b(z) ∈M.

Then M is said to be C1-cofinite if M/C1(M) is finite-dimensional. For V =
H(n),F(m),S(r),A(s), we show that all irreducible VAut V-modules appearing in
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V , and in particular in VG, are C1-cofinite. Combined with the previous steps, this
implies that strong finite generation of VG.

(4) Finally, if V = H(n) ⊗ F(m) ⊗ S(r) ⊗ A(s) and G is any reductive group of
automorphisms of V , recall that G preserves the tensor factors and hence G ⊆
O(n) ⊗ O(m) ⊗ Sp(2r) ⊗ Sp(2s). Therefore VG decomposes as a module over the
subalgebra

(8.1) H(n)O(n) ⊗F(m)O(m) ⊗ S(r)Sp(2r) ⊗A(s)Sp(2s).

As such, VG has a strong generating set lying in the sum of finitely many modules
of the form

M ⊗N ⊗ P ⊗Q,
whereM , N , P , andQ are irreducible modules overH(n)O(n), F(m)O(m), S(r)Sp(2r),
and A(s)Sp(2s), respectively. As above, the strong finite generation of VG follows
from the strong finite generation of the subalgebra (8.1) of VG together with C1-
cofiniteness of the modules M , N , P , and Q.

We now describe the first three steps in more detail.

Step 1: The structure of VAut V . The first step in our proof of Theorem 8.1 is to describe
VAut V when V is one of the standard free field algebras.

Theorem 8.2. For all n ≥ 1, we have the following:

(1) S(n)Sp(2n) has a minimal strong generating set

wb =
1

2

n∑
i=1

(
: βi∂bγi : − : (∂bβi)γi :

)
, b = 1, 3, . . . , 2n2 + 4n− 1.

Since wb has weight b+ 1, S(n)Sp(2n) is of typeW(2, 4, . . . , 2n2 + 4n).
(2) F(n)O(n) has a minimal strong generating set

wb =
1

2

n∑
i=1

: (∂bϕi)ϕi :, b = 1, 3, . . . , 2n− 1.

Since wb has weight b+ 1, F(n)O(n) is of typeW(2, 4, . . . , 2n).
(3) A(n)Sp(2n) has a minimal strong generating set

wb =
1

2

n∑
i=1

(
: ei∂bf i : + : (∂bei)f i :

)
, b = 0, 2, . . . , 2n− 2.

Since wb has weight b+ 2, is of typeW(2, 4, . . . , 2n).
(4) H(n)O(n) has a minimal strong generating set

wb =
1

2

n∑
i=1

: (∂bαi)αi :, b = 0, 2, . . . , 2N − 2,

for someN ≥ 1
2
(n2 +3n). Since wb has weight b+2,H(n)O(n) is of typeW(2, 4, . . . , 2N).

We expect this bound is sharp but have proven it only for n ≤ 6.
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Statements (1) and (2) of Theorem 8.2 were proven in [LV], statement (3) was proven in
[CLII], and statement (4) was proven in [LIII, LIV]. We will sketch the proof of (1) only;
the proofs of the others are similar and will comment briefly on the modifications that are
needed, and also on why the precise bound in the case of (4) is still open.

Our starting point is that S(n) has a good increasing filtration

S(n)(0) ⊆ S(n)(1) ⊆ · · · , S(n) =
⋃
d≥0

S(n)(d).

It is defined by taking S(n)(d) to be the span of all normally ordered monomials in the
generators βi, γi and their derivatives, of total length at most d. Setting S(n)(0)

∼= C and
S(n)(−1)

∼= {0}, the associated graded algebra gr(S(n)) =
⊕

d≥0 S(n)(d)/S(n)(d−1) is then
isomorphic to C[U∞], where U ∼= C2n regarded as the standard Sp(2n)-module. In partic-
ular, gr(S(n)) ∼= C[βik, γ

i
k] where i = 1, . . . , n and k ≥ 0. Here βik and γik are the images

of ∂kβi and ∂kγi in gr(S(n)), and for each k ≥ 0, Uk = Span(βik, γ
i
k) is a copy of the 2n-

dimensional standard Sp(2n)-module. As a differential algebra, note that

(8.2) gr(S(n)) ∼= C[U∞] ∼= C[
⊕
k≥0

Uk],

where ∂βik = βik+1 and ∂γik = γik+1.

Since Sp(2n) acts linearly on the space of generators βi, γi, it preserves the filtration and
(8.2) is an isomorphism of Sp(2n)-modules. Therefore

(8.3) gr(S(n)Sp(2n)) ∼= gr(S(n))Sp(2n) ∼= C[
⊕
k≥0

Uk]
Sp(2n).

The generators and relations for C[
⊕

k≥0 Uk]
Sp(2n) are given by Weyl’s first and second

fundamental theorems of invariant theory for the standard representation of Sp(2n) (Theo-
rems 6.1.A and 6.1.B of [W]).

Theorem 8.3. For k ≥ 0, let Uk be the copy of the standard Sp(2n)-module C2n with symplectic
basis {xi,k, yi,k| i = 1, . . . , n}. Then (Sym

⊕
k≥0 Uk)

Sp(2n) is generated by the quadratics

qa,b =
1

2

n∑
i=1

(
xi,ayi,b − xi,byi,a

)
, a, b ≥ 0.

Note that qa,b = −qb,a. Let {Qa,b| a, b ≥ 0} be commuting indeterminates satisfying Qa,b =
−Qb,a. The kernel of the map

C[Qa,b]→ (Sym
⊕
k≥0

Uk)
Sp(2n), Qa,b 7→ qa,b,

is generated by the degree n + 1 Pfaffians pI , which are indexed by lists I = (i0, . . . , i2n+1) of
integers satisfying 0 ≤ i0 < · · · < i2n+1. For n = 1 and I = (i0, i1, i2, i3), we have

pI = qi0,i1qi2,i3 − qi0,i2qi1,i3 + qi0,i3qi1,i2 ,

and for n > 1 they are defined inductively by

pI =
2n+1∑
r=1

(−1)r+1qi0,irpIr ,

where Ir = (i1, . . . , îr, . . . , i2n+1) is obtained from I by omitting i0 and ir.
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Under (8.3), the generators qa,b correspond to strong generators

(8.4) ωa,b =
1

2

n∑
i=1

(
: ∂aβi∂bγi : − : ∂bβi∂aγi :

)
of S(n)Sp(2n). We have some redundancy since ∂(ωa,b) = ωa+1,b + ωa,b+1, and it is easy to
check that {∂kω0,2m+1| k,m ≥ 0} and {ωa,b| 0 ≤ a < b} span the same vector space. Hence

(8.5) {w2m+1 = ω0,2m+1| k,m ≥ 0},

is a strong generating set for S(n)Sp(2n). As usual, the corresponding set {q0,2m+1| k,m ≥ 0}
is a minimal generating set for gr(S(n))Sp(2n) as a differential algebra, but (8.5) is not a
minimal strong generating set for S(n)Sp(2n), due to nontrivial relations coming from the
second fundamental theorem of invariant theorem.

If we replace ordinary products in the above Pfaffians with Wick products in some
order, the resulting expression does not vanish, but it lies in a lower filtered component of
S(n). This expression is Sp(2n)-invariant, and hence be expressed as a normally ordered
polynomial in the above generators w2m+1 and their derivatives. We arrive at a relation
which we denote by PI , whose leading term is a normal ordering of the classical Pfaffian
pI . If d is the weight of PI , let Rn(I) denote the coefficient of w2m+1 where 2m+ 1 = d− 1.
It can be shown that this scalar Rn(I) is independent of all choices of normally ordering
in any of the terms of PI .

What must be shown is that the first Pfaffian, which has weight 2n2 + 4n+ 2, and corre-
sponds to I = (0, 1, . . . , 2n+1), is actually a decoupling relation for the fieldw2n2+4n+1, that
is, Rn(I) 6= 0. Then by a similar argument to the proof of Lemma 7.3, one can construct
decoupling relations

w2m+1 = Pm(w1, w3, . . . , w2n2+4n−1), for all m ≥ n2 + 2n,

by applying the operator (w3)(1) repeatedly. This suffices to prove that {w2m+1| 0 ≤ m ≤
n2 + 2n − 1} is a strong generating set. The minimality is apparent from Weyl’s second
fundamental theorem, which implies that there can be no further decoupling relations.

The most efficient way to compute Rn(I) for I = (0, 1, . . . , 2n + 1) is actually to find a
recursive formula that relates Rn(I) for all lists I of length 2n + 2, to the corresponding
quantities Rn−1(J) for J a list of length 2n. Recall that the Pfaffian pI has an expansion

pI =
2n+1∑
r=1

(−1)r+1qi0,irpIr ,

where Ir = (i1, . . . , îr, . . . , i2n+1) is obtained from I by omitting i0 and ir. Let PIr be the
vertex algebra relation corresponding to pIr , whose leading term is a normal ordering
of pIr . Similarly, for a ∈ {i0, . . . , i2n+1} \ {i0, ir}, let Ir,a be the list obtained from Ir =

(i1, . . . , îr, . . . , i2n+1) by replacing ia with ia+i0+ir+1. By combining the recursive formula
for the Pfaffian with identities that measure the noncommutativity and nonassociativity
of the normally ordered product, one arrives at the following formula:

Rn(I) = −1

2

2n+1∑
r=1

(−1)r+1

(
(−1)i0

∑
a

Rn−1(Ir,a)

i0 + ia + 1
+ (−1)ir+1

∑
a

Rn−1(Ir,a)

ir + ia + 1

)
.

36



From this formula, it is not at all obvious whether or not Rn(I) 6= 0 for I = 0, 1, . . . , 2n+ 2.
The most difficult step is to show the following:

Theorem 8.4. (1) For any list I , Rn(I) = 0 if the number of even and odd entries in I are
different.

(2) Suppose that I = (i0, j0, i1, j1, . . . , in, jn) is a list of nonnegative integers such that i0, . . . , in
are even and j0, . . . , jn are odd. Then the following closed formula holds:

(8.6) Rn(I) =

n!

(
n+ 1 +

∑n
k=0 ik + jk

)(∏
0≤k<l≤n(ik − il)(jk − jl)

)
∏

0≤k≤n, 0≤l≤n(1 + ik + jl)
.

The proof of this formula is quite involved, and exploits the fact that the numbersRn(I)
have the same symmetries under permutation of the entries as the Pfaffians. Specializing
(8.6) to the list I = (0, 1, . . . , 2n + 1), it is apparent that Rn(I) 6= 0, which completes the
proof of statement (1) of Theorem 8.2.

It was shown in [LV] that the Zhu algebra A(S(n)Sp(2n)) is abelian, but an alternative
explanation is the following. Being of typeW(2, 4, . . . , 2N) for some N and being gener-
ated by the fields in weights 2 and 4, it must be a quotient of the universal 2-parameter
VOAWev(c, λ) constructed in [KL]; all quotients of this algebra have abelian Zhu algebras
by Theorem 5.5 and Corollary 5.6 of [KL]. Therefore the irreducible ordinary modules of
S(n)Sp(2n) are parametrized by points on the variety Spec A(S(n)Sp(2n)) and have one-
dimensional top component.

For statements (2) and (3) of Theorem 8.2 which involve vertex superalgebras, the gen-
erators are quadratic and the classical relations are the fermionic analogues of determi-
nants in the case of (2), and Pfaffians in the case of (3). There are similar normally ordered
polynomial relations among the generators that are quantum corrections of the classical
relations. For relations of weight m, the nonvanishing of the coefficient of the term wb

of weight m is independent of all choices, and determines whether this relation is a de-
coupling relations for wb. As above, there is a recursive formula for these coefficients.
Since all contributions to this formula have the same sign, it is manifestly nonzero and it
is not necessary to find a closed formula. Finally, in the case of (4), we can find a similar
recursive formula for this coefficient, but it is not a sum of terms with the same sign and
finding a closed formula is out of reach. However, using some asymptotic behavior of
the recursive formula, we showed that for weight sufficiently high we can find a relation
where it is nonzero in [LIV]. Therefore we can find a decoupling relation for wb of weight
2N for some N . In all cases, by a similar argument to Lemma 7.3 once we have a decou-
pling relations for wb, can use it to construct decoupling relations for wb for all m > b. All
these algebras arise as quotients of Wev(c, λ) and hence have abelian Zhu algebras. As
above, their irreducible ordinary modules are parametrized by the points on the variety
Spec A(VAut V) and have one-dimensional top component.

Step 2: The structure of VG as a VAut V-module. As above, we focus on the case V = S(n)
since the other cases involve the same approach. First, we need the decomposition of S(n)
as a sum of irreducible modules for the action of S(n)Sp(2n) as well as Sp(2n). We have

(8.7) S(n) ∼=
⊕
ν∈H

L(ν)⊗Mν ,
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where H indexes the irreducible, finite-dimensional representations L(ν) of Sp(2n), and
the M ν ’s are inequivalent, irreducible, highest-weight S(n)Sp(2n)-modules. This appears
as Theorem 13.2 and Corollary 14.2 of [KWY], and can also be deduced using the general
results of Dong, Li, and Mason in [DLM].

Let G ⊆ Sp(2n) be a reductive group of automorphisms of S(n), and recall that

gr(S(n)G) ∼= (gr(S(n))G ∼= (Sym
⊕
k≥0

Uk)
G = R

as commutative algebras, where Uk ∼= C2n. For all p ≥ 1, GL(p) acts on
⊕p−1

k=0 Uk and
commutes with the action of G. There is an induced action of GL(∞) = limp→∞GL(p)
on
⊕

k≥0 Uk which commutes with G, so GL(∞) acts on R. Elements σ ∈ GL(∞) are
known as polarization operators, and given f ∈ R, σf is known as a polarization of f . The
following fundamental result of Weyl appears as Theorem 2.5A of [W].

Theorem 8.5. R is generated by the polarizations of any set of generators for (Sym
⊕2n−1

k=0 Uk)
G.

SinceG is reductive, (Sym
⊕2n−1

k=0 Uk)
G is finitely generated, so there exists a finite set {f1, . . . , fr},

whose polarizations generate R.

An immediate consequence is that S(n)G has a strong generating set which lies in the
direct sum of finitely many irreducible S(n)Sp(2n)-modules. The reason is as follows. Each
of the modules L(ν) appearing in (8.7) is a G-module, and since G is reductive, it has
a decomposition L(ν) =

⊕
µ∈Hν L(ν)µ. Here µ runs over a finite set Hν of irreducible,

finite-dimensional representations L(ν)µ of G, possibly with multiplicity. We obtain a
refinement of (8.7),

(8.8) S(n) ∼=
⊕
ν∈H

⊕
µ∈Hν

L(ν)µ ⊗Mν .

Under the linear isomorphism S(n)G ∼= R, let fi(z) and (σfi)(z) correspond to fi and σfi,
respectively, for i = 1, . . . , r. Then the set

{(σfi)(z) ∈ S(n)G| i = 1, . . . , r, σ ∈ GL(∞)},

is a strong generating set for S(n)G.
By enlarging the collection f1(z), . . . , fr(z) if necessary, we may assume without loss of

generality that each fi(z) lies in a single representation of the form L(νj) ⊗Mνj . More-
over, we may assume that fi(z) lies in a trivial G-submodule L(νj)µ0 ⊗ Mνj , where µ0

denotes the trivial, one-dimensional G-module. In particular this means that L(νj)µ0 is
one-dimensional. Since the actions of GL(∞) and Sp(2n) on S(n) commute, (σfi)(z) ∈
L(νj)µ0 ⊗Mνj for all σ ∈ GL(∞).

Corollary 8.6. S(n)G is a finitely generated vertex algebra.

Proof. Since S(n)G is strongly generated by {(σfi)(z)| i = 1, . . . , r, σ ∈ GL(∞)}, and
each Mνj is an irreducible S(n)Sp(2n)-module, S(n)G is generated by f1(z), . . . , fr(z) as an
algebra over S(n)Sp(2n). Since S(n)Sp(2n) is generated by w3 as a vertex algebra, S(n)G is
finitely generated. �

38



Step 3: C1-cofiniteness of VAut V-modules. The final step is to prove that each irreducible
S(n)Sp(2n)-module appearing in the decomposition of S(n) has the C1-cofiniteness prop-
erty. For this, we need an elementary fact about representations of associative algebras
which can be found in [LII]. Let A be an associative C-algebra, and let W be a linear rep-
resentation of A, via an algebra homomorphism ρ : A→ End(W ). We may also regard A
as a Lie algebra with commutator as bracket. We now let ρLie : A → End(W ) denote the
same map ρ, which we now regard as a Lie algebra homomorphism. Clearly ρLie can be
extended to a Lie algebra homomorphism

ρ̂Lie : A→ End(Sym(W )),

where ρ̂Lie(a) acts by derivation on the dth symmetric power Symd(W ) as follows:

ρ̂Lie(a)(w1 · · ·wd) =
d∑
i=1

w1 · · · ρ̂Lie(a)(wi) · · ·wd.

Letting U(A) denote the universal enveloping algebra of A (regarded as a Lie algebra),
we finally extend this map to an algebra homomorphism U(A) → End(Sym(W )) which
we also denote by ρ̂Lie. The following result appears as Lemma 3 of [LII].

Lemma 8.7. Given µ ∈ U(A) and d ≥ 1, let Φd
µ = ρ̂Lie(µ)

∣∣
Symd(W )

∈ End(Symd(W )). Let E

denote the subspace of End(Symd(W )) spanned by {Φd
µ| µ ∈ U(A)}, which has a filtration

E1 ⊆ E2 ⊆ · · · , E =
⋃
r≥1

Er.

Here Er is spanned by {Φd
µ| µ ∈ U(A), deg(µ) ≤ r}. Then E = Ed.

Corollary 8.8. Let f ∈ Symd(W ), and let M ⊆ Symd(W ) be the cyclic U(A)-module generated
by f . Then {ρ̂Lie(µ)(f)| µ ∈ U(A), deg(µ) ≤ d} spans M .

It is not difficult to check that the fields {w2m+1| m ≥ 0} close linearly under OPE, and
hence the modes

{w2m+1(k)|m ≥ 0, k ≥ 0}
span a Lie algebra, which we denote by P+. We have a decomposition

P+ = P+
<0 ⊕ P+

0 ⊕ P+
>0,

where P+
<0, P+

0 , and P+
>0 are the Lie algebras spanned by

{w2m+1(k)| 0 ≤ k < 2m+ 1}, {w2m+1(2m+ 1)}, {w2m+1(k)| k > 2m+ 1},
respectively. It is also apparent that P+ preserves the filtration on S(n), so each element
of P+ acts by a derivation of degree zero on gr(S(n)).

LetM be an irreducible, highest-weight S(n)Sp(2n)-submodule of S(n) with generator
f(z), and letM′ ⊆ M denote the P+-submodule generated by f(z). Since f(z) has min-
imal weight among elements of M and P+

>0 lowers weight, f(z) is annihilated by P+
>0.

Moreover, P+
0 acts diagonalizably on f(z), so f(z) generates a one-dimensional P+

0 ⊕P+
>0-

module. By the Poincaré-Birkhoff-Witt theorem,M′ is a quotient of

U(P+)⊗U(P+
0 ⊕P

+
>0) Cf(z),

and in particular is a cyclicP+
<0-module with generator f(z). Suppose that f(z) has degree

d, that is, f(z) ∈ S(n)(d) \ S(n)(d−1). Since P+ preserves the filtration on S(n), andM is
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irreducible, the nonzero elements ofM′ lie in S(n)(d) \S(n)(d−1). Therefore, the projection
S(n)(d) → S(n)(d)/S(n)(d−1) ⊆ gr(S(n)) restricts to an isomorphism of P+-modules

(8.9) M′ ∼= gr(M′) ⊆ gr(S(n)).

By Corollary 8.8,M′ is spanned by elements of the form

(8.10) {w2l1+1(k1) · · ·w2lr+1(kr)f(z)| w2li+1(ki) ∈ P+
<0, r ≤ d}.

We then need some refinements that restrict the possible modes that can appear in the
spanning set (8.10). First, fix m so that f ∈ Symd(Wm), where Wm ⊆ gr(S(n)) has basis
{βij, γij| 1 ≤ i ≤ n, 0 ≤ j ≤ m}. ThenM′ is spanned by

(8.11) {w2l1+1(k1) · · ·w2lr+1(kr)f(z)| w2li+1(ki) ∈ P+
<0, r ≤ d, 0 ≤ ki ≤ 2m+ 1}.

Since each ki ≤ 2m+1, for each fixed N , there are only finitely many elements of the form
(8.11) of weight N . By the same argument as Lemma 8 of [LII], using the minimal strong
generating type of S(n)Sp(2n) one can show such elements of sufficiently high weight all
lie in C1(M). This proves thatM is C1-cofinite.

Finally, by combining Steps 1, 2, and 3 in the case of S(n), we obtain

Theorem 8.9. For any reductive group G of automorphisms of S(n), S(n)G is strongly finitely
generated.

Proof. By Corollary 8.6, we can find f1(z), . . . , fr(z) ∈ S(n)G such that gr(S(n))G is gener-
ated by the corresponding polynomials f1, . . . , fr ∈ gr(S(n))G, together with their polar-
izations. We may assume that each fi(z) lies in an irreducible, highest-weight S(n)Sp(2n)-
moduleMi of the form L(ν)µ0⊗Mν , where L(ν)µ0 is a trivial, one-dimensionalG-module.
Furthermore, we may assume that f1(z), . . . , fr(z) are highest-weight vectors for the ac-
tion of S(n)Sp(2n). For eachMi, choose a finite set Si whose image inMi/C1(Mi) is a basis
for this space, and define

S = {w1, w3, . . . , w2n2+4n−1} ∪
( r⋃
i=1

Si
)
.

Since {w1, w3, . . . , w2n2+4n−1} strongly generates S(n)Sp(2n) and
⊕r

i=1Mi contains a strong
generating set for S(n)G, S must strongly generate S(n)G. �

9. HILBERT PROBLEM FOR AFFINE VOAS

It is tempting to try to study orbifolds of affine VOAs using a similar approach to
the case of free field algebras. In other words, first describe V k(g)Aut V k(g), recalling that
Aut V k(g) is the same as the automorphism group of g, and then for a general group
G, decompose V k(g)G as a V k(g)Aut V k(g)-module. The difficulty with this approach is
that the structure of V k(g)Aut V k(g) is much more complicated than that of VAut V when
V is a free field algebra. Additionally, V k(g)Aut V k(g) does not have an abelian Zhu alge-
bra in general, and it is much harder to establish the C1-cofiniteness of the irreducible
V k(g)Aut V k(g)-modules appearing in V k(g).

There is another approach to this problem which we outline in this section. It is an ap-
plication of the notion of a vertex algebra over a commutative ring introduced in Section
6. Let g be a simple, finite-dimensional Lie algebra of dimension n, equipped with its
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standard bilinear for (, ). Fix a basis {ξ1, . . . , ξn} for g which is orthonormal with respect
to (, ), so that the corresponding generators Xξi ∈ V k(g) satisfy

(9.1) Xξi(z)Xξj(w) ∼ δi,jk(z − w)−2 +X [ξi,ξj ](w)(z − w)−1.

Next, let κ be a formal variable satisfying κ2 = k, and let F be the ring of complex,
rational functions of κ degree at most zero, with possible poles only at κ = 0. Let V be
the vertex algebra with coefficients in F which is freely generated by {aξi| i = 1, . . . , n},
satisfying

(9.2) aξi(z)aξj(w) ∼ δi,j(z − w)−2 +
1

κ
a[ξi,ξj ](w)(z − w)−1.

For all k 6= 0, we have a surjective vertex algebra homomorphism

V → V k(g), aξi 7→ 1√
k
Xξi ,

whose kernel is the vertex algebra ideal (κ−
√
k)V generated by κ−

√
k, which is regarded

as a element of the weight-zero subspace V [0] ∼= F . In particular, for all k 6= 0 we can
realize V k(g) as a quotient

V k(g) ∼= V/(κ−
√
k)V .

Next, observe that all structure constants appearing in the OPE algebra (9.2) have de-
gree at most zero in κ, so the κ → ∞ limit is well defined. Since the first-order poles
vanish in the limit and only the second order poles survive, we see that V∞ = limκ→∞ V
has generators αξi = limκ→∞ a

ξi satisfying

(9.3) αξi(z)αξj(w) ∼ δi,j(z − w)−2.

Therefore V∞ is isomorphic to the rank n Heisenberg algebraH(n).
The vertex algebra V is a special case of the notion of a deformable family that was devel-

oped by the second author and Creutzig [CLI, CLIII]. These are vertex algebras defined
over a ring FK of rational functions in a formal variable κ over C, with possible poles in
some subset K ⊆ C. In particular, B is required to be a free FK-module with a grading

(9.4) B =
⊕
d≥0

B[d],

where d ∈ Z or 1
2
N. The weight d component B[d] is a free FK-module of finite rank, and

we assume that B[0] ∼= FK .
For each k ∈ C \ K, the ideal (κ − k) ⊆ FK is a maximal ideal and FK/(κ − k) ∼= C.

Let (κ − k)B denote the vertex algebra ideal generated by κ − k, which is regarded as an
element of B[0] ∼= FK . Clearly (κ−k)B consists of all finite sums

∑
i fibi, where bi ∈ B and

fi ∈ (κ− k) ⊆ FK . The quotient

Bk = B/(κ− k)B
is then a vertex algebra over C, and B and Bk have the same graded character, i.e.,

χ(B, q) =
∑
d≥0

rankFK (B[d])qd =
∑
d≥0

dimC(Bk[d])qd = χ(Bk, q).

Since FK consists of rational functions of degree at most zero, B has a well-defined
limit B∞ = limκ→∞ B. Fix a basis {ai| i ∈ I} of B as an FK-module, where each ai is
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homogeneous with respect to weight, and define B∞ to be the vector space over C with
basis {αi| i ∈ I}. It inherits the grading B∞ =

⊕
m≥0 B∞[m] if we define wt αi = wt ai. We

have a map

ϕ : B → B∞, ϕ(
∑
i∈I

fiai) =
∑
i∈I

( lim
κ→∞

fi)αi, fi ∈ FK

which satisfies
ϕ(fω + gν) = ( lim

κ→∞
f)ϕ(ω) + ( lim

κ→∞
g)ϕ(ν).

The vertex algebra structure on B∞ is defined first on the basis {ai| i ∈ I} by

(9.5) αi ◦n αj = ϕ(ai ◦n aj), i, j ∈ I, n ∈ Z,

and then extended by linearity. For all ω, ν ∈ B and n ∈ Z, we have by construction

(9.6) ϕ(ω ◦n ν) = ϕ(ω) ◦n ϕ(ν).

Then B∞ is a vertex algebra over C with graded character χ(B∞, q) = χ(B, q), and the
vertex algebra structure is independent of our choice of basis of B.

The most important feature of deformable families is that a strong generating set for
the limit will give rise to a strong generating sets for the family after tensoring with a
ring of the form FS for a subset S ⊆ C containing K. The precise statement appears in
[CLI, CLIII].

Theorem 9.1. LetK ⊆ C be at most countable, and let B be a vertex algebra over FK with weight
grading (9.4) such that B[0] ∼= FK . Let U = {αi| i ∈ I} be a strong generating set for B∞, and
let T = {ai| i ∈ I} be a subset of B such that ϕ(ai) = αi. There exists a subset S ⊆ C containing
K which is at most countable, such that FS ⊗FK B is strongly generated by T . Here we have
identified T with the set {1⊗ ai| i ∈ I} ⊆ FS ⊗FK B.

For the benefit of the reader we reproduce the proof of this lemma, following (and
slightly paraphrasing) the argument appearing in [CLIII].

Proof. For all n > 0, let
dn = rankFK (B[n]) = dimCB∞[n],

and fix a basis {b1, . . . , bdn} for the weight n submodule B[n] as an FK-module. Then the
corresponding set {β1, . . . , βdn}, where βj = ϕ(bj), forms a basis of B∞[n].

Since U = {αi| i ∈ I} strongly generates B∞, there is a subset of normally ordered
monomials in the generators

{µ1, . . . , µdn},
which each have the form : ∂k1αi1 · · · ∂krαir : for i1, . . . , ii ∈ I and k1, . . . , kr ≥ 0, which is
another basis for B∞[n]. Observe that B∞ need not be freely generated by U , so this subset
may not include all possible normally ordered monomials of weight n. Let M = (mj,k) ∈
GL(n)(C) denote the change of basis matrix such that

µj =
∑
k

mj,kβk.

Next, let {m1, . . . ,mdn} be the monomials in the elements {ai| i ∈ I} and their derivatives
obtained from µ1, . . . , µdn by replacing each αi by ai. It follows from (9.5) that ϕ(mj) = µj .
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Moreover, since {b1, . . . , bdn} is a basis for B[n] as an FK-module, we can write

mj =
∑
k

mj,k(κ)bk,

for some functions mj,k(κ) ∈ FK . Taking the limit shows that limκ→∞mj,k(κ) = mj,k, and
since the matrix M = (mj,k) has nonzero determinant, this holds for M(κ) = (mj,k(κ)) as
well. Moreover, det(M(κ)) lies in FK and hence has degree zero as a rational function.
Then 1

det(M(κ))
has degree zero, but need not lie in FK since the denominator may have

roots that do not lie inK. But if we let Sn be the union ofK and this set of roots, det(M(κ))
will be invertible in FSn and {m1, . . . ,mdn} will form a basis of FSn ⊗FK B[n] as an FSn-
module. We now take S =

⋃
n≥0 Sn. The set T clearly has the desired properties. �

Corollary 9.2. For k ∈ C \ S, the vertex algebra Bk = B/(κ− k)B is strongly generated by the
image of T under the map B → Bk.

Now we restrict to the case where B is the vertex algebra V defined as above, which
admits V k(g) as a quotient for all k 6= 0. If G is a reductive group of automorphisms of
V k(g) as a one-parameter vertex algebra, then G acts on V as well as on the limit V∞ ∼=
H(n). The following lemma is nontrivial and is a consequence of the fact that V admits a
good increasing filtration in the sense of [LiII].

Lemma 9.3. [LIV] (VG)∞ = (V∞)G = H(n)G. In particular, VG is a deformable family with
limitH(n)G.

Since H(n)G is strongly finitely generated by Theorem 8.1, the following is immediate
from Corollary 9.2 and Lemma 9.3.

Theorem 9.4. For any simple Lie algebra g and any reductive group of automorphisms of V k(g),
the orbifold V k(g)G is strongly finitely generated for generic values of k.

The case of affine vertex superalgebras. It is straightforward to generalize these results
to affine vertex superalgebras. This was carried out in [CLIII], and we briefly recall the
modifications that are needed. Let g = g0̄ ⊕ g1̄ be a finite-dimensional, simple Lie super-
algebra over C, where dim g0̄ = n and dim g1̄ = 2m, with its standard bilinear form (, ).
Fix a basis {ξ1, . . . , ξn} for g0̄ and {η±1 , . . . , η±m} for g1̄, so the generators Xξi , Xη±j of V k(g)
satisfy

Xξi(z)Xξj(w) ∼ δi,jk(z − w)−2 +X [ξi,ξj ](w)(z − w)−1,

Xη+i (z)Xη−j (w) ∼ δi,jk(z − w)−2 +X [η+i ,η
−
j ](w)(z − w)−1,

Xξi(z)Xη±j (w) ∼ X [ξi,η
±
j ](w)(z − w)−1,

Xη±i (z)Xη±j (w) ∼ X [η±i ,η
±
j ](w)(z − w)−1.

(9.7)

As above, let κ be a formal variable satisfying κ2 = k, and let F be the ring of rational
functions of κ degree at most zero, with poles only at κ = 0. Define a vertex algebra V
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over F which is freely generated by {aξi , aη
±
j | i = 1, . . . , n, j = 1, . . . ,m}, satisfying

aξi(z)aξj(w) ∼ δi,j(z − w)−2 +
1

κ
a[ξi,ξj ](w)(z − w)−1,

aη
+
i (z)aη

−
j (w) ∼ δi,j(z − w)−2 +

1

κ
a[η+i ,η

−
j ](w)(z − w)−1,

aξi(z)aη
±
j (w) ∼ +

1

κ
a[ξi,η

±
j ](w)(z − w)−1,

aη
±
i (z)aη

±
j (w) ∼ +

1

κ
a[η±i ,η

±
j ](w)(z − w)−1.

(9.8)

For k 6= 0, we then have a surjective homomorphism

V → V k(g), aξi 7→ 1√
k
Xξi , aη

±
j 7→ 1√

k
aη
±
j ,

whose kernel is the ideal (κ−
√
k)V , so V k(g) ∼= V/(κ−

√
k). Then V∞ = limκ→∞ V has even

generators αξi for i = 1, . . . , n, and odd generators eη
+
j , eη

−
j for j = 1, . . . ,m, satisfying

αξi(z)αξj(w) ∼ δi,j(z − w)−2,

eη
+
i (z)eη

−
j (w) ∼ δi,j(z − w)−2.

(9.9)

In particular, V∞ ∼= H(n)⊗A(m), where A(m) is the rank m symplectic fermion algebra.
The analogous result to Lemma 9.3 was proved in [CLIII]: for any reductive group G

of V k(g), we have
(VG)∞ = (V∞)G = (H(n)⊗A(m))G.

In particular, VG is a deformable family with limit (H(n)⊗A(m))G. Again by Theorem 8.1,
(H(n) ⊗ A(m))G is strongly finitely generated, so this holds for V k(g) for generic values
of k. We obtain

Theorem 9.5. For any simple Lie superalgebra g and any reductive group of automorphisms of
V k(g), the orbifold V k(g)G is strongly finitely generated for generic values of k.

10. HILBERT PROBLEM FORW -ALGEBRAS

In this section, we outline the proof the the following theorem of [CLIV].

Theorem 10.1. Let g be a simple, finite-dimensional Lie superalgebra and let f ∈ g be a nilpotent
element. Let G be a reductive automorphism group ofWk(g, f). Then the orbifoldWk(g, f)G is
strongly finitely generated for generic values of k.

This is a vast generalization of Theorem 9.5, which is the case when f is the zero nilpo-
tent. The key ingredient in the proof is to show that all such W-algebras admit a large
level limit which is a tensor product of free field algebras. There are four infinite families
of such free field algebras; they are either of orthogonal or sympletic type, and the gen-
erators are either even or odd. They are natural generalizations of the standard free field
algebras introduced in Section 3. Once we show that all W-algebras admit such limits,
as in the previous section we show that Theorem 10.1 reduces to proving that the Hilbert
theorem holds for tensor products of these free field algebras.
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General free field algebras. We first recall the general notion of free field algebra intro-
duced in [CLIV]. This is a vertex superalgebra V with weight grading

V =
⊕

d∈ 1
2
Z≥0

V [d], V [0] ∼= C,

with strong generators {X i| i ∈ I} satisfying OPE relations
(10.1)
X i(z)Xj(w) ∼ ai,j(z − w)−wt(Xi)−wt(Xj), ai,j ∈ C, ai,j = 0 if wt(X i) + wt(Xj) /∈ Z.

In other words, the only nontrivial terms appear in the OPEs are the constant terms. Note
that we do not assume that V has a conformal structure. There are four infinite families
of standard free field algebras that are constructed starting with a vector space V and a
form which is either symmetric or skew-symmetric, such that the fields are even or odd.

Even algebras of orthogonal type. These are generalizations of the Heisenberg algebra that
are constructed from an n-dimensional vector space V equipped with a nondegenerate,
symmetric bilinear form 〈, 〉, and an even integer k ≥ 2. LetOev(V, k) be the vertex algebra
with even generators {au| u ∈ V } of weight k

2
, and OPEs

au(z)av(w) ∼ 〈u, v〉(z − w)−k.

The case k = 2 corresponds to the usual Heisenberg algebra H(V ), and Oev(V, k) has
automorphism group O(n), i.e., the group of linear automorphisms of V which preserve
the pairing 〈, 〉. Here H(V ) is the vertex algebra with even generators {∂kαu| u ∈ V } of
weight 1, and OPE relations αu(z)αv(w) ∼ 〈u, v〉(z − w)−2.

There is a concrete realization of Oev(V, k) inside H(V ) as the subalgebra generated by
{∂kαu| u ∈ V }. If we choose an orthonormal basis v1, . . . , vn for V relative to 〈, 〉, and
denote the corresponding fields by α1, . . . , αn, we set

ai =
ε√

(k − 1)!
∂k/2−1αi, i = 1, . . . , n.

Here ε =
√
−1 if 4|k, and otherwise ε = 1. They freely generate Oev(V, k) and satisfy

ai(z)aj(w) ∼ δi,j(z − w)−k.

We use the notation Oev(n, k) from now on when we have chosen this generating set.
Note that Oev(n, k) has no Virasoro element for k ≥ 4, but it is simple and its conformal
weight grading is inherited from the grading onH(n). For n,m ≥ 1 and k fixed, we have

(10.2) Oev(n, k)⊗Oev(m, k) ∼= Oev(n+m, k).

Even algebras of symplectic type. These are generalizations of the βγ-system that are con-
structed from an 2n-dimensional symplectic vector space V with a nondegenerate, skew-
symmetric bilinear form 〈, 〉, and an odd integer k ≥ 1. Let Sev(V, k) be the vertex algebra
with even generators {ψu| u ∈ V } of weight k

2
, which are linear in u ∈ V and satisfy

ψu(z)ψv(w) ∼ 〈u, v〉(z − w)−k.

The case k = 1 corresponds to the usual βγ-system S(V ), which has even generators
{ψu| u ∈ V } of weight 1

2
and OPE relations ψu(z)ψv(w) ∼ 〈u, v〉(z − w)−1. For all k ≥ 1,

Sev(V, k) has automorphism group Sp(2n), i.e., the group of linear automorphisms which
preserve the pairing 〈, 〉.
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For all odd k ≥ 1, Sev(V, k) can be realized inside S(V ) as the subalgebra with gener-
ators {∂kψu| u ∈ V }. Fixing a symplectic basis u1, . . . , un, v1, . . . , vn for V as above, we
denote the corresponding generators ψui and ψvi of S(V ) = S(n) by βi and βi, respec-
tively. We then define

ai =
ε√

(k − 1)!
∂(k−1)/2βi, bi =

ε√
(k − 1)!

∂(k−1)/2γi, i = 1, . . . , n,

where ε is as above. Then Sev(V, k) is freely generated by ai, bi, and these satisfy

ai(z)bj(w) ∼ δi,j(z − w)−k, bi(z)aj(w) ∼ −δi,j(z − w)−k,

ai(z)aj(w) ∼ 0, bi(z)bj(w) ∼ 0.
(10.3)

We use the notation Sev(n, k) when we have chosen this generating set. As above, it has no
Virasoro element for k ≥ 3, but it is simple and its conformal weight grading is inherited
from the grading on S(n). For n,m ≥ 1 and k fixed, we have

(10.4) Sev(n, k)⊗ Sev(m, k) ∼= Sev(n+m, k).

Odd algebras of symplectic type. These are generalizations of the symplectic fermion algebra
that are constructed from an 2n-dimensional symplectic vector space V with a nondegen-
erate, skew-symmetric bilinear form 〈, 〉, and an even integer k ≥ 2.

Let Sodd(V, k) be the vertex algebra with odd generators {ξu| u ∈ V } of weight k
2
, which

are linear in u ∈ V and satisfy

ξu(z)ξv(w) ∼ 〈u, v〉(z − w)−k.

The case k = 2 corresponds to the usual symplectic fermion algebra A(V ) which has odd
generators {ξu| u ∈ V } of weight 1 satisfying ξu(z)ξv(w) ∼ 〈u, v〉(z−w)−2. Then Sodd(V, k)
has automorphism group Sp(2n), i.e., the group of linear automorphisms which preserve
the pairing 〈, 〉.

For all even k ≥ 2, Sodd(V, k) can be realized inside the symplectic fermion algebraA(V )
as the subalgebra with generators {∂kξu| u ∈ V }. Fixing a symplectic basis u1, . . . , un, v1, . . . , vn
for V as above, we denote the corresponding generators ξui and ξvi of A(V ) = A(n) by ei
and f i, respectively. We then define

ai =
ε√

(k − 1)!
∂k/2−1ei, bi =

ε√
(k − 1)!

∂k/2−1f i, i = 1, . . . , n.

They freely generate Sodd(n, k) and satisfy

ai(z)bj(w) ∼ δi,j(z − w)−k, bj(z)ai(w) ∼ −δi,j(z − w)−k,

ai(z)aj(w) ∼ 0, bi(z)bj(w) ∼ 0.
(10.5)

We use the notation Sodd(n, k) when we have chosen this generating set. It has no Virasoro
element for k ≥ 4, but it is simple and its conformal weight grading is inherited from the
grading on A(n). For n,m ≥ 1 and k fixed, we have

(10.6) Sodd(n, k)⊗ Sodd(m, k) ∼= Sodd(n+m, k).

Odd algebras of orthogonal type. These are generalizations of the free fermion algebra that
are constructed from an n-dimensional vector space V equipped with a nondegenerate,
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symmetric bilinear form 〈, 〉, and an odd integer k ≥ 1. We let Oodd(V, k) be the vertex
algebra with odd generators {ϕu| u ∈ V } of weight k

2
, and OPEs

ϕu(z)ϕv(w) ∼ 〈u, v〉(z − w)−k.

The case k = 1 corresponds to the usual free fermion algebra F(V ), which has odd gener-
ators {ϕu| u ∈ V } of weight 1

2
satisfying ϕu(z)ϕv(w) ∼ 〈u, v〉(z−w)−1. ThenOodd(V, k) has

automorphism group O(n), i.e., the group of linear automorphisms of V which preserve
the pairing 〈, 〉.

For all odd k ≥ 1, Oodd(V, k) can be realized inside F(V ) as the subalgebra with gener-
ators {∂kαu| u ∈ V }. Fix an orthonormal basis v1, . . . , vn for V relative to 〈, 〉, and denote
the corresponding generators of F(V ) = F(n) by ϕ1, . . . , ϕn. We then define

ai =
ε√

(k − 1)!
∂(k−1)/2ϕi, i = 1, . . . , n.

They freely generate Oodd(n, k) and satisfy

ai(z)aj(w) ∼ δi,j(z − w)−k.

As above, we use the notation Oodd(n, k) when we have chosen this generating set. It
has no Virasoro element for k ≥ 3, but it is simple and its conformal weight grading is
inherited from the grading on F(n). For n,m ≥ 1 and k fixed, we have

(10.7) Oodd(n, k)⊗Oodd(m, k) ∼= Oodd(n+m, k).

Free field limits ofW-algebras. In the previous section, we showed that for any simple
Lie superalgebra g, V k(g) has large level limit H(n)⊗A(m), where n = dim g0̄ and 2m =
dim g1̄. A generalization of this result was given by Theorem 3.5 and Corollary 3.4 of
[CLIV].

Theorem 10.2. Let g be a Lie superalgebra with invariant, nondegenerate supersymmetric bilin-
ear form (, ), and let f ∈ g be an even nilpotent. ThenWk(g, f) admits a limitW free(g, f) which
decomposes as a tensor product of standard free field algebras of the form Oev(n, k), Oodd(n, k),
Sev(n, k), and Sodd(n, k).

In the language of the previous section, there exists a deformable familyW(g, f) such
that

Wk(g, f) ∼=W(g, f)/(κ−
√
k)W(g, f), for all k 6= 0.

In this notation,
W free(g, f) ∼=W∞(g, f) = lim

κ→∞
W(g, f).

In the notation of Theorem 3.2, recall that we have a decomposition gf =
⊕

j≥0 g
f
−j ,

where j ∈ 1
2
N. Fix a basis Jf−j for gf−j ; then for each qα ∈ Jf−j , we have a fieldKα ∈ Wk(g, f)

of weight 1 + j, and these fields strongly and freely generate Wk(g, f). We denote the
corresponding fields in the limit W∞(g, f) by Xα. Finally, we partition Jf−j into subsets
Jf−j,ev and Jf−j,odd consisting of even and odd elements. Then

(1) If j is a half-integer, the span of {Xα| α ∈ Jf−j,ev} has a skew-symmetric pairing,
and gives rise to even algebra of symplectic type.

(2) If j is an integer, {Xα| α ∈ Jf−j,ev} has a symmetric pairing, and gives rise to even
algebra of orthogonal type.
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(3) If j is a half-integer, {Xα| α ∈ Jf−j,odd} has a symmetric pairing, and gives rise to
odd algebra of orthogonal type.

(4) If j is an integer, {Xα| α ∈ Jf−j,odd} has a skew-symmetric pairing, and gives rise to
odd algebra of symplectic type.

We remark that Theorem 10.2 has many other applications in addition to Theorem 10.1.
For example, since W∞(g, f) is simple, it implies the simplicity of Wk(g, f) for generic
values of k whenever g admits an invariant, nondegenerate supersymmetric bilinear form
(, ) as above. This appears as Theorem 3.6 of [CLIV], and was previously known only in
some cases such as principal and minimalW-algebras.

As in the case of affine superalgebras, Wk(g, f) possesses a good increasing filtration
in the sense of Li [LiII]; see Lemma 4.1 of [CLIV]. Here the generating fields ofWk(g, f)
of weight d need to be assigned filtration degree d in order for the properties of a good
increasing filtration to hold. As before, this filtration can be used to show that the orbifold
W(g, f)G of the deformable familyW(g, f) is again a deformable family, and

lim
κ→∞
W(g, f)G ∼=

(
W∞(g, f)

)G
.

Therefore a strong generating set for
(
W∞(g, f)

)G gives rise to a strong generating set for
Wk(g, f)G for generic values of k. Since W∞(g, f) is a tensor product of free field alge-
bras, the proof of Theorem 10.1 now boils down to proving the strong finite generation of
orbifolds of such free field algebras.

Orbifolds of general free field algebras. Orbifolds of the above free field algebras under
reductive automorphism groups can be studied in an analogous way to the case of the
usual free field algebras, which we discussed in Section 8. In particular, we have the
following result [CLIV].

Theorem 10.3. Let V =
⊗r

i=1 Vi, where each Vi is one of the free field algebras Sev(n, k),
Sodd(n, k), Oev(n, k), or Oodd(n, k). For any reductive group G of automorphisms of V , VG is
strongly finitely generated.

First, without loss of generality we may assume that in this decomposition, no two
factors are of the same type for fixed k. This is due to (10.4), (10.2), (10.4), and (10.7),
which say that tensor products of algebras of the same time can be combined into a single
one of this type.

Next, if G is an automorphism group of V =
⊗r

i=1 Vi, G must preserve the conformal
weights and parity of the generators, so it actually preserves each of the factors Vi. There-
fore G ⊆ G1 ⊗ · · · ⊗ Gr, where each Gi = Aut Vi, which is either an orthogonal or a
symplectic group. Therefore the first step is to work out the structure of VAut V when V is
one of the above standard free field algebras Sev(n, k), Sodd(n, k), Oev(n, k), or Oodd(n, k).

The following result of [CLIV] is a generalization of Theorem 8.2, which is the special
case obtained by obtained by taking k = 1 for Sev(n, k) and Oodd(n, k), and taking k = 2
for Sodd(n, k) and Oev(n, k).

Theorem 10.4. Let n ≥ 1 be a positive integer.
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(1) For all odd k ≥ 1, Sev(n, k)Sp(2n) has a minimal strong generating set

ωj =
1

2

n∑
i=1

(
: ai∂jbi : − : (∂jai)bi :

)
, j = 1, 3, . . . , 2n2 + 3n− 1 + nk.

Since ωj has weight k + j, Sev(n, k)Sp(2n) is of type

W
(
k + 1, k + 3, . . . , 2n2 + 3n− 1 + (n+ 1)k

)
.

(2) For all even k ≥ 2, Sodd(n, k)Sp(2n) has a minimal strong generating set

ωj =
1

2

n∑
i=1

(
: ai∂jbi : + : (∂jai)bi :

)
, j = 0, 2, . . . , k(n+ 1)− k − 2.

Since ωj has weight k + j, Sodd(n, k)Sp(2n) is of type

W(k, k + 2 . . . , k(n+ 1)− 2).

(3) For all odd k ≥ 1, Oodd(n, k)O(n) has a minimal strong generating set

ωj =
1

2

n∑
i=1

: ϕi∂jϕi :, j = 1, 3, . . . , (n+ 1)(k + 1)− 2− k.

Since ωj has weight k + j, Oodd(n, k)O(n) is of type

W(k + 1, k + 3, . . . , (n+ 1)(k + 1)− 2).

(4) For all even k ≥ 2, Oev(n, k)O(n) has a minimal strong generating set

ωj =
n∑
i=1

: ai∂jai :, j = 0, 2, . . . , N,

for some N ≥ (n+ 1)k + n(n+ 1)− k− 2. Since ωj has weight k + j, Oev(n, k)O(n) is of
type

W(k, k + 2, . . . , k +N).

We expect that N can be taken to be (n+ 1)k+ n(n+ 1)− k− 2 but we do not prove this.

The proof of Theorem 10.4 is exactly the same as the proof of the corresponding state-
ments for ordinary free field algebras in Section 8. In fact, using the realizations of these
free field algebras as subalgebras of ordinary free field algebras, the proof can be carried
out using the recursive formulas already obtained in [LIV, LV, CLII]. Using Theorem
10.4, the following results are also proven in a similar way to the case of ordinary free
field algebras.

(1) If V is any of the free field algebras Oev(n, k), Sev(n, k), Sodd(n, k), or Sodd(n, k),
each irreducible VAut V-submodule of V has one-dimensional top space, and is C1-
cofinite.

(2) If V =
⊗r

i=1 Vi is a tensor product of the above free field algebras, VG has a strong
generating set that lies in the direct sum of finitely many irreducible modules over
the subalgebra

⊗r
i=1 V

Aut Vi
i . This is achieved using Weyl’s theorem on polariza-

tions.
(3) The above finiteness results combine to yield the strong finite generation of VG
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11. STRUCTURE THEORY OF AFFINE COSETS

The coset construction is a standard way to construct new vertex algebras from old ones.
Given a vertex algebra A and a subalgebra V ⊆ A, the coset or commutant of V in A,
denoted by Com(V ,A), is the subalgebra of elements a ∈ A such that

[v(z), a(w)] = 0, for all v ∈ V .
This was introduced by Frenkel and Zhu in [FZ], generalizing earlier constructions in
representation theory [KP] and physics [GKO], where it was used to construct the unitary
discrete series representations of the Virasoro algebra. Equivalently,

a ∈ Com(V ,A)⇔ v(n)a = 0, for all v ∈ V , and n ≥ 0.

The double commutant Com(Com(V ,A),A) always contains V as a subalgebra, If V =
Com(Com(V ,A),A), we say that V and Com(V ,A) form a Howe pair inside A. Note that
if A and V have Virasoro elements LA and LV , then C = Com(V ,A) has Virasoro ele-
ment LC = LA − LV as long as LA 6= LV . Therefore the map V ⊗ C ↪→ A is a conformal
embedding.

If V is an affine vertex algebra V k(g) for some Lie algebra g, then C can be identified with
the invariant subalgebra Ag[t] which is annihilated by the Lie subalgebra g[t] spanned by
the non-negative modes of the generating fields Xξ ∈ V k(g). In this case, we call C an
affine coset. It is natural to ask whether there is a vertex algebra Hilbert problem for affine
cosets: if A is strongly finitely generated and g is reductive, is C also strongly finitely
generated? Although this problem is difficult to address in a general setting, we will
give an affirmative answer for a large class of VOAs that includeWk(g, f) for any simple
finite-dimensional Lie superalgebra g and any even nilpotent f ∈ g, for generic values of
k.

As in [CLIII, CLIV], we shall axiomatize a class of vertex algebras Ak that depend al-
gebraically on a parameter k, which admit a homomorphism V k(g) → Ak, such that the
coset Ck = Com(V k(g),Ak) can be studied using the machinery of deformable families.
For the moment, we assume g is a simple Lie algebra and dim g = r. We say that such a
vertex algebra Ak is good if the following hypotheses are satisfied.

(1) Ak comes from a deformable family, that is, a vertex algebra A over FK for some
at most countable subset K ⊆ C, such that

A/(κ−
√
k)A ∼= Ak, for all

√
k /∈ K.

(2) The map V k(g)→ Ak is induced by a homomorphism of deformable families V →
A, where V is the algebra introduced in Section 9 satisfying V k(g) ∼= V/(κ−

√
k).

(3) The action of g on A coming from the zero modes of the generators of V k(g) in-
tegrates to an action of a connected Lie group G, and A decomposes into finite-
dimensional G-modules.

(4) The limit A∞ = limκ→∞A decomposes as

A∞ ∼= V∞ ⊗ Ã ∼= H(r)⊗ Ã,

for some vertex subalgebra Ã ⊆ A∞.

Under these hypotheses, G acts on Ã, and the following result appeared as Theorem
6.10 of [CLIII]:
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Theorem 11.1. Let Ak be a one-parameter vertex algebra satisfying the above hypotheses. Then

(1) The coset C = Com(V ,A) is a deformable family, and

C/(κ−
√
k)C ∼= Ck = Com(V k(g),Ak),

for generic k. In particular, this holds for all k > −h∨.
(2) We have an isomorphism

C∞ ∼= Com(V∞,V∞ ⊗ Ã)G

∼= Com(H(r),H(r)⊗ Ã)G

∼= ÃG.
(11.1)

In particular, a strong generating set for ÃG gives rise to a strong generating set for
Ck for generic values of k. This theorem continues to hold if the simple Lie algebra g is
replaced by a reductive Lie algebra, or the sum of a reductive Lie algebra and finitely
many copies of osp1|2n for integers n ≥ 1.

The case ofW-algebras. Let g be a simple finite-dimensional Lie superalgebra and f ∈ g
an even nilpotent element. Suppose thatWk(g, f) has affine subalgebra V k′(a) where the
even part of a has dimension d and the odd part has dimension 2e. Note that

lim
k′→∞

V k′(a) ∼= Oev(d, 2)⊗ Sodd(e, 2) = H(d)⊗A(e).

Then in the decompositionW∞(g, f) ∼=
⊗r

i=1 Vi, we may assume that V1
∼= Oev(d, 2) and

V2
∼= Sodd(e, 2).

Let b ⊆ a be a reductive Lie subalgebra of dimension r, and let

V `(b) ⊆ V k′(a) ⊆ Wk(g, f),

be the corresponding affine subalgebra. Write V1
∼= Oev(r, 2)⊗Oev(d− r, 2), so that

(11.2) W∞(g, f) ∼= Oev(r, 2)⊗Oev(d− r, 2)⊗
( r⊗

i=2

Vi
)
.

Then the action of b coming from V `(b) lifts to an action of a connected Lie group B on
Wk(g, f), and B preserves each of the factors Oev(d− r, 2) and Vi for i = 2, . . . , r.

By specializing Theorem 11.1 to this setting, we obtain

Theorem 11.2. The coset
Ck = Com(V `(b),Wk(g, f)),

is a deformable family with limit

C∞ ∼=
(
Oev(d− r, 2)⊗

( r⊗
i=2

Vi
))B

.

By Theorem 10.1,
(
Oev(d− r, 2)⊗

(⊗r
i=2 Vi

))B
is strongly finitely generated, so by our

general result Corollary 9.2, we obtain

51



Theorem 11.3. LetWk(g, f) be theW-algebra associated to a simple Lie (super)algebra g and an
even nilpotent element f ∈ g. For any affine subalgebra V `(b) ⊆ Wk(g, f) where b is a reductive
Lie algebra, the coset

Ck = Com(V `(b),Wk(g, f)),

is strongly finitely generated for generic values of k.

12. THE GAIOTTO-RAPČÁK CONJECTURES

Motivated from physics, Gaiotto and Rapčák introduced a family of VOAs YL,M,N [ψ]
called Y -algebras [GR]. They considered interfaces of GL-twisted N = 4 supersymmet-
ric gauge theories with gauge groups U(L), U(M), U(N). The name “Y -algebras” comes
from the fact that shape of these interfaces is a Y , and local operators at the corner of
these interfaces are supposed to form a VOA. Also, note that GL here stands for geo-
metric Langlands. These interfaces should satisfy a permutation symmetry which then
induces a corresponding symmetry on the associated VOAs. This led [GR] to conjecture
a triality of isomorphisms of Y -algebras. Let ψ be defined by

ψ = −ε2
ε1
, ε1 + ε2 + ε3 = 0,

and set
Y ε1,ε2,ε3
N1,N2,N3

:= YN1,N2,N3 [ψ].

In this notation, the expected triality symmetry is then

Y
εσ(1),εσ(2),εσ(3)
Nσ(1),Nσ(2),Nσ(3)

∼= Y ε1,ε2,ε3
N1,N2,N3

, for σ ∈ S3.

The Y -algebras with one label being zero are up to a Heisenberg algebra, certain affine
cosets ofW-(super)algebras of type A, which we now describe. Recall first that conjugacy
classes of nilpotents f ∈ slN correspond to partitions of N . Set N = n + m for n ≥ 1, and
write

sln+m = sln ⊕ glm ⊕
(
Cn ⊗ (Cm)∗

)
⊕
(

(Cn)∗ ⊗ Cm

)
.

Let fn,m ∈ sln+m be the nilpotent which is principal in sln and trivial in glm. It corre-
sponds to the hook-type partition N = n+ 1 + · · ·+ 1, and the correspondingW-algebra
Wk(sln+m, fn,m) was called a hook-type W-algebra in [CLIV]. It is a common generaliza-
tion of the principal W-algebra Wk(sln) (the case m = 0), the affine VOA V k(sln+1) (the
case n = 1), the subregularW-algebraWk(sln+1, fsubreg) (the case m = 1), and the minimal
W-algebraWk(slm+2, fmin) (the case n = 2).

For convenience, we replace the level k with the critically shifted level ψ = k+n+m, and
we set

Wψ(n,m) :=Wk(sln+m, fn+m) =Wψ−n−m(sln+m, fn+m).

Form ≥ 2,Wψ(n,m) has affine subalgebra V ψ−m−1(glm) = H⊗V ψ−m−1(slm), additional
even generators in weights 2, 3, . . . , nwhich commute with the affine subalgebra, together
with 2m fields in weight n+1

2
which transform under glm as Cm ⊕ (Cm)∗. We also define

the caseWψ(0,m) separately as follows.

(1) For m ≥ 2,
Wψ(0,m) = V ψ−m(slm)⊗ S(m),

where S(m) is the rank m βγ-system.
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(2) Wψ(0, 1) = S(1).
(3) Wψ(0, 0) ∼= C.

Next, we define a similar class ofW-superalgebras. For n+m ≥ 2 and n 6= m, write

sln|m = sln ⊕ glm ⊕
(
Cn ⊗ (Cm)∗

)
⊕
(

(Cn)∗ ⊗ Cm

)
.

Let fn|m ∈ sln|m be the even nilpotent element which is principal in sln and trivial in glm.
Let ψ = k + n−m, and let

Vψ(n,m) =Wk(sln|m, fn|m) =Wψ−n+m(sln|m, fn|m).

In the case n = m ≥ 2, we need a slightly different definition to get a simple algebra: we
define Vψ(n, n) =Wψ(psln|n, fn|n).

For m ≥ 2, Vψ(n,m) has affine subalgebra

V −ψ−m+1(glm), m 6= n,

V −ψ−n+1(sln), m = n.
(12.1)

Vψ(n,m) has additional even generators in weights 2, 3, . . . , n, together with 2m odd
fields in weight n+1

2
transforming under glm as Cm ⊕ (Cm)∗.

We define the case Vψ(0,m) separately as follows.

(1) For m ≥ 2,
Vψ(0,m) = V −ψ−m(slm)⊗ E(m),

where E(m) is the rank m bc-system.
(2) Vψ(1, 1) = A(1), rank one symplectic fermion algebra.
(3) Vψ(0, 1) = E(1).
(4) Vψ(0, 0) ∼= Vψ(1, 0) ∼= C.

Consider the affine cosets

Cψ(n,m) = Com(V ψ−m−1(glm),Wψ(n,m)),

Dψ(n,m) = Com(V −ψ−m+1(glm),Vψ(n,m)), n 6= m,

Dψ(n, n) = Com(V −ψ−n+1(sln),Vψ(n, n))U(1).

Note that Vψ(n, n) has an action of U(1) by outer automorphisms, which then acts on the
coset Com(V −ψ−n+1(sln),Vψ(n, n)) as well, and it is necessary to take the U(1) orbifold. It
is not difficult to check that Cψ(n,m) has central charge

c = −(nψ −m− n− 1)(nψ − ψ −m− n+ 1)(nψ + ψ −m− n)

(ψ − 1)ψ
,

and that in both cases n 6= m and n = m, Dψ(n,m) has central charge

c = −(nψ +m− n− 1)(nψ − ψ +m− n+ 1)(nψ + ψ +m− n)

(ψ − 1)ψ
.

The main result of [CLIV] is the following
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Theorem 12.1. (Theorem 1.1, [CLIV]) Let n ≥ m ≥ 0 be integers. We have isomorphisms of
one-parameter VOAs

Dψ(n,m) ∼= Cψ
−1

(n−m,m) ∼= Dψ
′
(m,n),

where ψ′ is defined by
1

ψ
+

1

ψ′
= 1.

In our previous notation, we have

Y0,M,N [ψ] = Cψ(N −M,M)⊗H, M ≤ N,

Y0,M,N [ψ] = C−ψ+1(M −N,N)⊗H, M > N,

YL,0,N [ψ] = Dψ(N,L)⊗H,
YL,M,0[ψ] = D−ψ+1(M,L)⊗H.

(12.2)

By definition one has Y0,N,M [ψ] ∼= Y0,M,N [1 − ψ] for N 6= M . We also have Cψ(0,M) ∼=
C1−ψ(0,M) and hence this statement also holds for N = M . Clearly also YL,0,N [ψ] ∼=
YL,N,0[1− ψ]. Combining this with the isomorphisms in Theorem 12.1, we obtain

Y0,M,N [ψ] ∼= Y0,N,M [1− ψ] ∼= YM,0,N [ψ−1] ∼= YM,N,0[1− ψ−1]

∼= YN,0,M [(1− ψ)−1] ∼= YN,M,0[(1− ψ−1)−1].
(12.3)

This is the Gaoitto-Rapčák triality conjecture in typeAwith one of the labels zero. This re-
sult unifies and vastly generalize several well-known results in the theory ofW-algebras.
First, Feigin-Frenkel duality says that the principal W-algebra of a simple Lie algebra g
at level ψ − h∨ is isomorphic to the principal W-algebra of the dual Lie algebra Lg at
level ψ′ − Lh∨ where `ψψ′ = 1 and ` is the lacety of g [FFII]. The special case Dψ(n, 0) ∼=
Cψ−1

(n, 0) of Theorem 12.1 result reproduces Feigin-Frenkel duality in type A. We there-
fore regard the family of isomorphisms Dψ(n,m) ∼= Cψ−1

(n − m,m) as of Feigin-Frenkel
type. Also, Theorem 3.3 in type A is the case Dψ(n, 0) ∼= Dψ′(0, n) with ψ′ defined by
1
ψ

+ 1
ψ′

= 1. We therefore regard the family of isomorphisms Dψ(n,m) ∼= Dψ′(m,n) as of
coset realization type.

The case of typesB, C, andD. Gaiotto and Rapčák also define a notion of orthosymplec-
tic Y -algebras in [GR]. These are analogous to the above algebras can be identified with
affine cosets of certain families ofW-(super)algebras of types B, C, and D. First, let g be
either so2n+1, sp2n, so2n, or ospn|2r. We have a decomposition

g = a⊕ b⊕ ρa ⊗ ρb.
Here a and b are Lie sub(super)algebras of g, and ρa, ρb transform as the standard repre-
sentations of a, b. In the case g = ospn|2r, ρa and ρb have the same parity, which can be
even or odd.

Next, let fb ∈ g be the nilpotent element which is principal in b and trivial in a, and let
Wk(g, fb) be the correspondingW-(super)algebra. In all cases,Wk(g, fb) is of type

W
(

1dim a, 2, 4, . . . , 2m,

(
db + 1

2

)da)
.

In particular, there are dim a fields in weight 1 which generate an affine vertex (su-
per)algebra of a. The fields in weights 2, 4, . . . , 2m are even and are invariant under a.
The da fields in weight db+1

2
can be even or odd, and transform as the standard a-module.
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For n,m ≥ 0 we have the following cases where b = so2m+1.

(1) Case 1B: g = so2n+2m+2, a = so2n+1.
(2) Case 1C: g = osp2m+1|2n, a = sp2n.
(3) Case 1D: g = so2n+2m+1, a = so2n.
(4) Case 1O: g = osp2m+2|2n, a = osp1|2n.

For n ≥ 0 and m ≥ 1 we have the following cases where b = so2m.

(1) Case 2B: g = osp2n+1|2m, a = so2n+1.
(2) Case 2C: g = sp2n+2m, a = sp2n.
(3) Case 2D: g = osp2n|2m, a = so2n.
(4) Case 2O: g = osp1|2n+2m, a = osp1|2n.

As above, we always replace k with the critically shifted level ψ = k + h∨. For i = 1, 2

and X = B,C,D,O, we denote the corresponding W-algebras by Wψ
iX(n,m). Note that

for i = 1 and m = 0, the nilpotent fb ∈ g is trivial, so we have

(1) Wψ
1B(n, 0) = V ψ−2n(so2n+2),

(2) Wψ
1C(n, 0) = V ψ+2n+1(osp1|2n),

(3) Wψ
1D(n, 0) = V ψ−2n+1(so2n+1),

(4) Wψ
1O(n, 0) = V ψ+2n(osp2|2n).

For i = 2 and m = 0, we define the algebras Wψ
2X(n, 0) in a different way so that our

results hold uniformly for all n,m ≥ 0. Recall that F(m) and S(m) denote the rank m free
fermion algebra and βγ-system, respectively. First, we define

(12.4) Wψ
2B(n, 0) =

{
V −2ψ−2n+1(so2n+1)⊗F(2n+ 1) n ≥ 1,

F(1) n = 0.

Since F(2n + 1) has an action of L1(so2n+1), for n ≥ 1Wψ
2B(n, 0) has a diagonal action of

V −2ψ−2n+2(so2n+1). Next, we define

(12.5) Wψ
2C(n, 0) =

{
V ψ−n−1(sp2n)⊗ S(n) n ≥ 1,

C n = 0.

Since S(n) has an action of L−1/2(sp2n),Wψ
2C(n, 0) has a diagonal action of V ψ−n−3/2(sp2n)

for n ≥ 1. Next, we define

(12.6) Wψ
2D(n, 0) =

{
V −2ψ−2n+2(so2n)⊗F(2n) n ≥ 1,

C n = 0.

Since F(2n) has an action of L1(so2n),Wψ
2D(n, 0) has a diagonal action of V −2ψ−2n+3(so2n)

for n ≥ 1. Finally, we define

(12.7) Wψ
2O(n, 0) =

{
V ψ−n−1/2(osp1|2n)⊗ S(n)⊗F(1) n ≥ 1,

F(1) n = 0.

It is well known that S(n)⊗ F(1) has an action of L−1/2(osp1|2n), soWψ
2O(n, 0) has a diag-

onal action of V ψ−n−1(osp1|2n) for n ≥ 1.
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In the cases i = 1, 2 and X = C, we denote the corresponding affine cosets by CψiC(n,m).
More precisely, we have

(12.8) Cψ1C(n,m) =


Com(V −ψ/2−n−1/2(sp2n),Wψ

1C(n,m)) m ≥ 1, n ≥ 1,

Com(V −ψ/2−n−1/2(sp2n), V ψ+2n+1(osp1|2n)) m = 0, n ≥ 1,

Wψ−2m+1(so2m+1) m ≥ 1, n = 0,

C m = n = 0.

(12.9) Cψ2C(n,m) =


Com(V ψ−n−3/2(sp2n),Wψ

2C(n,m)) m ≥ 1, n ≥ 1,

Com(V ψ−n−3/2(sp2n), V ψ−n−1(sp2n)⊗ S(n)) m = 0, n ≥ 1,

Wψ−m−1(sp2m) m ≥ 1, n = 0,

C m = n = 0.

In the cases X = B, for all n ≥ 0, the zero mode action of so2n+1 integrates to an action
of SO(2n+ 1) which in fact lifts to O(2n+ 1), so there is an additional action of Z/2Z, and
CψiB(n,m) denotes the Z/2Z-orbifold of the affine coset.

(12.10) Cψ1B(n,m) =


Com(V ψ−2n(so2n+1),Wψ

1B(n,m))Z/2Z m ≥ 1, n ≥ 1,

Com(V ψ−2n(so2n+1), V ψ−2n(so2n+2))Z/2Z m = 0, n ≥ 1,

Wψ−2m(so2m+2)Z/2Z m ≥ 1, n = 0,

H(1)Z/2Z m = n = 0.

(12.11)

Cψ2B(n,m) =


Com(V −2ψ−2n+2(so2n+1),Wψ

2B(n,m))Z/2Z m ≥ 1, n ≥ 1,

Com(V −2ψ−2n+2(so2n+1), V −2ψ−2n+1(so2n+1)⊗F(2n+ 1))Z/2Z m = 0, n ≥ 1,

Wψ−m−1/2(osp1|2m)Z/2Z m ≥ 1, n = 0,

F(1)Z/2Z m = n = 0.

Similarly, for X = O, for all n ≥ 0, there is an additional action of Z/2Z, and CψiO(n,m)
denotes the Z/2Z-orbifold of the affine coset.

(12.12) Cψ1O(n,m) =


Com(V −ψ/2−n(osp1|2n),Wψ

1O(n,m))Z/2Z m ≥ 1, n ≥ 1,

Com(V −ψ/2−n(osp1|2n), V ψ+2n(osp2|2n)) m = 0, n ≥ 1,

Wψ−2m(so2m+2)Z/2Z m ≥ 0, n = 0,

H(1)Z/2Z m = n = 0.

(12.13)

Cψ2O(n,m) =


Com(V ψ−n−1(osp1|2n),Wψ

2O(n,m))Z/2Z m ≥ 1, n ≥ 1,

Com(V ψ−n−1(osp1|2n), V ψ−n−1/2(osp1|2n)⊗ S(n)⊗F(1))Z/2Z m = 0, n ≥ 1,

Wψ−m−1/2(osp1|2m)Z/2Z m ≥ 1, n = 0,

F(1)Z/2Z m = n = 0.

Finally, in the cases X = D, for all n ≥ 1, there is an additional action of Z/2Z, and
CψiD(n,m) denotes the Z/2Z-orbifold of the affine coset. For n = 0 there is no additional
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Z/2Z-action.

(12.14) Cψ1D(n,m) =



Com(V ψ−2n+1(so2n),Wψ
1D(n,m))Z/2Z m ≥ 1, n > 1,

Com(H(1),Wψ−2m−1(so2m+3, fsubreg))Z/2Z m ≥ 1, n = 1,

Com(V ψ−2n+1(so2n), V ψ−2n+1(so2n+1)Z/2Z m = 0, n ≥ 1,

Wψ−2m+1(so2m+1) m ≥ 1, n = 0,

C m = n = 0.

(12.15)

Cψ2D(n,m) =



Com(V −2ψ−2n+3(so2n),Wψ
2D(n,m))Z/2Z m ≥ 1, n > 1,

Com(H(1),Wψ−m(osp2|2m))Z/2Z m ≥ 1, n = 1,

Com(V −2ψ−2n+3(so2n), V −2ψ−2n+2(so2n)⊗F(2n))Z/2Z m = 0, n ≥ 1,

Wψ−m−1(sp2m) m ≥ 1, n = 0,

C m = n = 0.

The main result of [CLV] is that there are four families of trialities among the eight
families of algebras CψiX(n,m).

Theorem 12.2. (Theorem 4.1, [CLV]) For all m,n ∈ N with m ≥ n, we have the following
isomorphisms of one-parameter VOAs.

(12.16) Cψ2B(n,m) ∼= Cψ
′

2O(n,m− n) ∼= Cψ
′′

2B(m,n), ψ′ =
1

4ψ
,

1

ψ
+

1

ψ′′
= 2,

(12.17) Cψ1C(n,m) ∼= Cψ
′

2C(n,m− n) ∼= Cψ
′′

1C (m,n), ψ′ =
1

2ψ
,

1

ψ
+

1

ψ′′
= 1,

(12.18) Cψ2D(n,m) ∼= Cψ
′

1D(n,m− n) ∼= Cψ
′′

1O(m,n− 1), ψ′ =
1

2ψ
,

1

2ψ
+

1

ψ′′
= 1,

(12.19) Cψ1O(n,m) ∼= Cψ
′

1B(n,m− n) ∼= Cψ
′′

2D(m+ 1, n), ψ′ =
1

ψ
,

1

ψ
+

1

2ψ′′
= 1.

In the case n = 0, the first isomorphism Cψ1C(0,m) ∼= Cψ
′

2C(0,m) of (12.17) is just Feigin-
Frenkel duality in types B and C, since

Cψ1C(0,m) =Wψ−2m+1(so2m+1), Cψ
′

2C(0,m) ∼=Wψ′−m−1(sp2m).

Similarly, the isomorphism Cψ2D(0,m) ∼= Cψ
′

1D(0,m) in (12.18) again reproduces Feigin-
Frenkel duality in types B and C, since

Cψ2D(0,m) =Wψ−m−1(sp2m), Cψ
′

1D(0,m) =Wψ′−2m+1(so2m+1).

Likewise, the isomorphism Cψ1O(0,m) ∼= Cψ
′

1B(0,m) in (12.19) is just the Z2-invariant part of
Feigin-Frenkel duality in type D, since

Cψ1O(0,m) =Wψ−2m(so2m+2)Z2 , Cψ
′

1B(0,m) =Wψ′−2m(so2m+2)Z2 .

As explained in [CLV], it is straightforward to extend this to an isomorphismWψ−2m(so2m+2) ∼=
Wψ′−2m(so2m+2), which is the full duality. Finally, the isomorphism Cψ2B(0,m) ∼= Cψ

′

2O(0,m)
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in (12.16) is the Z2-invariant part of Feigin-Frenkel duality for principal W-algebras of
osp1|2m, since

Cψ2B(0,m) =Wψ−m−1/2(osp1|2m)Z2 , Cψ
′

2O(0,m) =Wψ′−m−1/2(osp1|2m)Z2 .

Next, the special case

Cψ2D(n, 0) ∼= Cψ
′′

1O(0, n− 1),
1

2ψ
+

1

ψ′′
= 1, n ≥ 2

of (12.18) provides a new proof of the Z/2Z-invariant part of Theorem 3.3 in type D. The
special case

Cψ2B(n, 0) ∼= Cψ
′′

2B(0, n),
1

ψ
+

1

ψ′′
= 2

of (12.16) recovers the Z/2Z-invariant part of the coset realization of the principal W-
superalgebra of osp1|2n, which was also proven in [CGe] using the methods of [ACL].
As above, both isomorphisms are easily extended to give new proofs of the full coset
realizations.

More importantly, the special case

Cψ1C(n, 0) ∼= Cψ
′′

1C (0, n),
1

ψ
+

1

ψ′′
= 1

of (12.17) provides a new coset realization of principalW-algebras of type B (and type C
via Feigin-Frenkel duality), since

Cψ1C(n, 0) = Com(V k(sp2n), V k(osp1|2n)), k = −1

2
(ψ + 2n+ 1).

Cψ
′′

1C (0, n) =Wψ′′−2n+1(so2n+1).

This is quite different from the coset realizations of Wk(g) for g simply-laced given by
Theorem 3.3 since it involves affine vertex superalgebras.

Outline of proof. The proof of Theorems 12.1 and 12.2 require all of the general machin-
ery we have developed so far, and can be divided into the following steps.

(1) Using Theorem 11.3, which can be made constructive in these examples, we can
give explicit minimal strong generating sets for the type A cosets Cψ(n,m) and
Dψ(n,m) as one-parameter VOAs. Aside from the extreme cases Cψ(0, 0), Cψ(1, 0),
Cψ(2, 0), andDψ(0, 0),Dψ(0, 1),Dψ(1, 0),Dψ(2, 0), for all other values of n,m, Cψ(n,m)
and Dψ(n,m) are all of type W(2, 3, . . . , N) for some N . Similarly, in types B, C,
and D, Theorem 11.3 can be used to show that aside from some extreme cases, all
the algebras CψiX(n,m) are of typeW(2, 4, . . . , 2N) for some N .

(2) VOAs of type W(2, 3, . . . , N) for some N satisfying some mild hypotheses, are
classified as one-parameter quotients of the universal 2-parameter VOAW(c, λ) of
type W(2, 3, . . . ) which was constructed by the second author in [LVI]. This is a
VOA defined over the polynomial ring C[c, λ], and its one-parameter quotients are
in bijection with a certain family of curves in the parameter space C2 called trun-
cation curves. Similarly, VOAs of type W(2, 4, . . . , 2N) satisfying mild hypothe-
ses are classified as one-parameter quotients of the universal two-parameter even
spin VOA Wev(c, λ) of type W(2, 4, . . . ), which was constructed by Kanade and
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the second author in [KL]. Again, there is a bjiection between such one-parameter
quotients, and a family of truncation curves in C2.

(3) We know thatWψ(n,m) is an extension of V ψ−m−1(glm)⊗ Cψ(n,m) by 2m fields in
weight n+1

2
which transform under glm as Cm⊕(Cm)∗. The existence of such a VOA

extension allows us to compute the defining ideal for the truncation curve realiz-
ing Cψ(n,m) as a one-parameter quotient of W(c, λ). The same procedure works
for Dψ(n,m). Theorem 12.1 follows from our explicit formulas for these ideals, ex-
cept in the above extreme cases, which are easy to verify separately. Similarly, we
can explicitly compute the truncation curves realizing all the algebras CψiX(n,m) as
one-parameter quotients of Wev(c, λ), and Theorem 12.2 is a consequence of our
formulas.

Since the approach in type A is similar to the others but somewhat less involved, we
will only discuss the proof of Theorem 12.1 for the rest of this section.

Step 1: Strong generating types of Cψ(n,m) andDψ(n,m). First,Wψ(n,m) =W(sln+m, fn+m)
has free field limit

(12.20) W free(n,m) = lim
ψ→∞

Wψ(n,m) = Oev(m2, 2)⊗ W̃ ,

where Oev(m2, 2) = H(m2) is the just the rank m2 Heisenberg algebra coming from the
affine subalgebra. Moreover, if n is even,

W̃ ∼=
( n⊗
i=2

Oev(1, 2i)
)
⊗ Sev(m,n+ 1),

and if n is odd,

W̃ ∼=
( n⊗
i=2

Oev(1, 2i)
)
⊗Oev(2m,n+ 1).

Here Oev(1, 2i) is the algebra generated by ωi for i = 2, . . . , n, and the fields {G±,i| i =
1, . . . ,m} generate Sev(m,n+ 1) or Oev(2m,n+ 1) when n is even or odd, respectively.

It then follows from Theorem 11.2 that

lim
ψ→∞

Cψ(n,m) ∼= W̃GL(m),

and that the strong generating type of Cψ(n,m) is the same as that of W̃GL(m) for generic
ψ. Since GL(m) acts trivially on each factor Oev(1, 2i), we have

lim
ψ→∞

Cψ(n,m) ∼=
(( n⊗

i=2

Oev(1, 2i)
)
⊗ Sev(m,n+ 1)

)GL(m)

∼=
( n⊗
i=2

Oev(1, 2i)
)
⊗
(
Sev(m,n+ 1)

)GL(m)
,

(12.21)
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for n even, and

lim
ψ→∞

Cψ(n,m) ∼=
(( n⊗

i=2

Oev(1, 2i)
)
⊗Oev(2m,n+ 1)

)GL(m)

∼=
( n⊗
i=2

Oev(1, 2i)
)
⊗
(
Oev(2m,n+ 1)

)GL(m)
.

(12.22)

for n odd. Since the generator of Oev(1, 2i) has weight i,
(⊗n

i=2Oev(1, 2i)
)

is of type
W(2, 3, . . . , n). Therefore to determine the strong generating type of Cψ(n,m), it suffices
to find the strong generating type of

(
Sev(m,n+ 1)

)GL(m) and
(
Oev(2m,n+ 1)

)GL(m). This
can be carried out using the first and second fundamental theorem of invariant theory of
GL(m) in a similar way to the proof of Theorem 10.4.

Theorem 12.3. Let n be a positive integer.

(1) For all odd k ≥ 1, Sev(n, k)GL(n) has a minimal strong generating set

ωj =
n∑
i=1

: ai∂jbi :, j = 0, 1, . . . , n(n+ 1) + nk − 1.

Since ωj has weight k + j, Sev(n, k)Sp(2n) is of type

W
(
k, k + 1, k + 2, . . . , n(n+ 1) + k(n+ 1)− 1

)
.

(2) For all even k ≥ 2, Oev(2n, k)GL(n) has a minimal strong generating set

ωj =
n∑
i=1

: ei∂jf i :, j = 0, 1, . . . , n(n+ 1) + nk − 1.

Since ωj has weight k + j, Oev(2n, k)GL(n) is of type

W(k, k + 1, . . . , n(n+ 1) + k(n+ 1)− 1).

An immediate consequence is

Corollary 12.4. For m ≥ 1 and n ≥ 0, Cψ(n,m) is of type

W(2, 3, . . . , (m+ 1)(m+ n+ 1)− 1)

as a one-parameter VOA; equivalently, this holds for generic values of ψ.

In a completely parallel way, one can determine the strong generating type ofDψ(n,m).
By passing to the free field limit, this boils down to determining the strong generating
type of the GL(n)-orbifolds of Sodd(n, k) and Oodd(2n, k). Here GL(n) is regarded as the
subgroup of the full automorphism groups Sp(2n) andO(2n) of Sodd(n, k) andOodd(2n, k),
respectively, such that the standard module C2n of Sp(2n) and O(2n) decomposes under
GL(n) as Cn ⊕ (Cn)∗.

Theorem 12.5. Let n be a positive integer.

(1) For all even k ≥ 2, Sodd(n, k)GL(n) has a minimal strong generating set

ωj =
n∑
i=1

: ai∂jbi :, j = 0, 1, . . . , nk − 1.
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Since ωj has weight k + j, Sodd(n, k)GL(n) is of type

W
(
k, k + 1, k + 2, . . . , k(n+ 1)− 1

)
.

(2) For all odd k ≥ 1, Oodd(2n, k)GL(n) has a minimal strong generating set

ωj =
n∑
i=1

: ei∂jf i :, j = 0, 1, . . . , nk − 1.

Since ωj has weight k + j, Oodd(2n, k)GL(n) is of typeW(k, k + 1, . . . , k(n+ 1)− 1).

We obtain

Corollary 12.6. For m ≥ 1 and n ≥ 1, Dψ(n,m) is of type

W(2, 3, . . . , (m+ 1)(n+ 1)− 1)

as a one-parameter VOA; equivalently, this holds for generic values of ψ.

Step 2: Classification of VOAs of typeW(2, 3, . . . , N). The existence and uniqueness of a
two-parameter VOAW∞[µ] which interpolates between the principalW-algebrasWk(sln)
for all n ≥ 2 was conjectured for many years in the physics literature [YW, BK, B-H, BS,
GGI, GGII, ProI, ProII, PRI, PRII], and was recently proven by the second author in [LVI].
Recently, W∞[µ] has become important in the duality between of two-dimensional con-
formal field theories and higher spin gravity on three-dimensional Anti-de-Sitter space
[GGI, GGII]. The structure constants inW∞[µ] are algebraic functions of the central charge
c and the parameter µ. If we set µ = n, there is a truncation at weight n + 1 such that the
simple quotient is isomorphic toWk(sln) as a one-parameter VOA. In the quasi-classical
limit, the existence of a Poisson VOA of typeW(2, 3, . . . ) which interpolates between the
classicalW-algebras of sln for all n, has been known for many years [KZ, KM].

The algebra W∞[µ] acquires better properties if it is tensored with a rank one Heisen-
berg algebraH to obtain the universal two-parameterW1+∞-algebra. This VOA is closely
related to a number of other algebraic structures that arise in very different contexts. For
example, up to a suitable completion, its associative algebra of modes is isomorphic to
the Yangian of ĝl1 [AS, MO, Ts], as well as the algebra SHc defined in [SV] as a certain
limit of degenerate double affine Hecke algebras of gln. This identification was used by
Schiffmann and Vasserot [SV] to define the action of the principalW-algebra of glr on the
equivariant cohomology of the moduli space of Ur-instantons.

In [LVI], a different parameter λ was used, which is related to µ by

λ =
(µ− 1)(µ+ 1)

(µ− 2)(3µ2 − µ− 2 + c(µ+ 2))
,

and we denoted the universal algebra byW(c, λ). This choice is not canonical but is nat-
ural because W(c, λ) is then defined over the polynomial ring C[c, λ]. Instead of using
either the primary strong generating fields, or the quadratic basis of [ProI], our strong
generators are defined as follows. We begin with the primary weight 3 field W 3, normal-
ized so that W 3

(5)W
3 = c

3
1, and we define the remaining fields recursively by

W i = W 3
(1)W

i−1 i ≥ 4.

With this choice, the rich connections between the representation theory ofW∞[µ] and the
combinatorics of box partitions are no longer apparent. Our choice has the advantage,
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however, that the recursive behavior of the OPE algebra is more transparent. This is
essential in the proof of existence and uniqueness of this algebra given in [LVI].

In addition toWk(sln),W(c, λ) admits many other one-parameter quotients as well. In
fact, any one-parameter VOA of typeW(2, 3, . . . , N) for some N satisfying mild hypothe-
ses, arises as such as quotient, so W(c, λ) can be viewed as a classifying object for such
VOAs. The simple one-parameter quotients are in bijection with a family of plane curves
which are known as truncation curves.

The main idea is to show that by imposing all Jacobi identities among the generators,
the structure constants in the OPEs of L(z)W i(w) and W i(z)W j(w) are uniquely and con-
sistently determined as polynomials in c and λ, for all i and j. This “bootstrap” method of
determining the OPEs among the generators of a VOA by imposing Jacobi identities has
appeared in a number of papers in the physics literature including [KauWa, Bow, B-V,
Horn]. For example, imposing all Jacobi identities of type (W i,W j,W k) for i+ j + k ≤ 9,
the following OPEs are forced to hold:

W 3(z)W 3(w) ∼ c

3
(z − w)−6 + 2L(w)(z − w)−4 + ∂L(w)(z − w)−3

+W 4(w)(z − w)−2 +

(
1

2
∂W 4 − 1

12
∂3L

)
(w)(z − w)−1,

(12.23)

L(z)W 4(w) ∼ 3c(z − w)−6 + 10L(w)(z − w)−4 + 3∂L(w)(z − w)−3

+ 4W 4(w)(z − w)−2 + ∂W 4(w)(z − w)−1,
(12.24)

L(z)W 5(w) ∼
(

185− 80λ(2 + c)

)
W 3(z)(z − w)−4

+

(
55− 16λ(2 + c)

)
∂W 3(z)(z − w)−3

+ 5W 5(w)(z − w)−2 + ∂W 5(w)(z − w)−1,

(12.25)

W 3(z)W 4(w) ∼
(

31− 16λ(2 + c)

)
W 3(w)(z − w)−4 +

8

3

(
5− 2λ(2 + c)

)
∂W 3(w)(z − w)−3

+W 5(w)(z − w)−2 +

(
2

5
∂W 5 +

32

5
λ : L∂W 3 : −48

5
λ : (∂L)W 3 :

+
2

15

(
− 5 + 2λ(1− c)

)
∂3W 3

)
(w)(z − w)−1.

(12.26)

The key difficulty is to show that for all n ≥ 9, imposing Jacobi relations of type
(W i,W j,W k) for i+ j + k ≤ n+ 2 uniquely and consistently determines all OPEs

W a(z)W b(w), for a+ b ≤ n.

We obtain a nonlinear Lie conformal algebra over the ring C[c, λ] with generators {L,W i| i ≥
3} in the language of De Sole and Kac [DSKI], andW(c, λ) is the universal enveloping VOA.

The VOAW(c, λ) has a conformal weight grading

W(c, λ) =
⊕
n≥0

W(c, λ)[n],
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where eachW(c, λ)[n] is a free C[c, λ]-module andW(c, λ)[0] ∼= C[c, λ]. There is a symmet-
ric bilinear form onW(c, λ)[n] given by

〈, 〉n :W(c, λ)[n]⊗C[c,λ]W(c, λ)[n]→ C[c, λ], 〈ω, ν〉n = ω(2n−1)ν.

The level n Shapovalov determinant detn ∈ C[c, λ] is just the determinant of this form. It
is nonzero for all n, which implies thatW(c, λ) is simple as a VOA over C[c, λ].

Let p be an irreducible factor of detN+1 and let I = (p) ⊆ C[c, λ] ∼= W(c, λ)[0] be the
corresponding ideal. Consider the quotient

(12.27) WI(c, λ) =W(c, λ)/I · W(c, λ),

where I is regarded as a subset of the weight zero spaceW(c, λ)[0] ∼= C[c, λ], and I ·W(c, λ)
denotes the VOA ideal generated by I . This is a VOA over the ring C[c, λ]/I , which is no
longer simple. It contains a singular vector ω in weight N + 1, which lies in the maximal
proper ideal I ⊆ WI(c, λ) graded by conformal weight. If p does not divide detm for any
m < N + 1, ω will have minimal weight among elements of I. Often, ω has the form

(12.28) WN+1 − P (L,W 3, . . . ,WN−1),

possibly after passing to a localization of the ring C[c, λ]/I , where P is a normally ordered
polynomial in the fields L,W 3, . . . , WN−1, and their derivatives. If this is the case, there
will exist relations in the simple graded quotientWI(c, λ) :=WI(c, λ)/I of the form

Wm = Pm(L,W 3, . . . ,WN),

for all m ≥ N + 1 expressing Wm in terms of L,W 3, . . . ,WN and their derivatives. Then
WI(c, λ) will be of type W(2, 3, . . . , N). Conversely, any one-parameter VOA W of type
W(2, 3, . . . , N) for some N satisfying mild hypotheses, is isomorphic toWI(c, λ) for some
I = (p) as above, possibly after localizing. The corresponding variety V (I) ⊆ C2 is called
the truncation curve forW .

Note that if I = (p) for some irreducible p, thenWI(c, λ) andWI(c, λ) are one-parameter
VOAs since C[c, λ]/(p) has Krull dimension 1. We also considerWI(c, λ) when I ⊆ C[c, λ]
is a maximal ideal, which has the form I = (c − c0, λ − λ0) for some c0, λ0 ∈ C. Then
WI(c, λ) and its quotients are ordinary VOAs over C. Given maximal ideals I0 = (c −
c0, λ − λ0) and I1 = (c − c1, λ − λ1), let W0 and W1 be the simple quotients of WI0(c, λ)
andWI1(c, λ), respectively. There is an easy criterion forW0 andW1 to be isomorphic. We
must have c0 = c1, and if c0 6= 0 or −2, there is no restriction on λ0 and λ1. For all other
values of the central charge, we must have λ0 = λ1. This criterion implies that aside from
the coincidences at c = 0 and −2, all other pointwise coincidences among simple one-
parameter quotients ofW(c, λ) must correspond to intersection points on their truncation
curves; see Corollary 10.3 of [LVI].

Often, a VOA Ck arising as a coset of the form Com(V k(g),Ak) for some VOA Ak, can
be identified with a one-parameter quotientWI(c, λ) for some I . Here k is regarded as a
formal variable, and we have a homomorphism

(12.29) L 7→ L̃, W 3 7→ W̃ 3, c 7→ c(k), λ 7→ λ(k).

Here {L̃, W̃ 3} are the standard generators of Ck, where (W̃ 3)(5)W̃
3 = c(k)

3
, and k 7→ (c(k), λ(k))

is a rational parametrization of the curve V (I).
There are two subtleties that need to be mentioned. First, for a complex number k0, the

specialization Ck0 := Ck/(k − k0)Ck typically makes sense for all k0 ∈ C, even if k0 is a
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pole of c(k) or λ(k). At these points, Ck0 need not be obtained as a quotient of WI(c, λ).
Second, even if k0 is not a pole of c(k) or λ(k), the specialization Ck0 can be a proper subal-
gebra of the “honest” coset Com(V k0(g),Ak0), even though generically these coincide. By
Corollary 6.7 of [CLII], under mild hypotheses that are satisfied in all our examples, if g
is simple this can only occur for rational numbers k0 ≤ −h∨, where h∨ is the dual Coxeter
number of g. Additionally, if g contains an abelian subalgebra h, the coset becomes larger
at the levels where the corresponding Heisenberg fields become degenerate, since it now
contains these fields.

Step 3: Explicit realization of Cψ(n,m) and Dψ(n,m) as quotients ofW(c, λ). Recall that
Cψ(n,m) andDψ(n,m) are of typesW(2, 3, . . . , (m+1)(m+n+1)−1) andW(2, 3, . . . , (m+
1)(n+ 1)− 1), respectively. In this subsection, we outline the proof of the following result
of [CLIV].

Theorem 12.7. For m ≥ 1 and n ≥ 0, and for m = 0 and n ≥ 3, Cψ(n,m) ∼=WIn,m(c, λ), where
the ideal In,m ⊆ C[c, λ] is described explicitly via the parametrization

ΦC,n,m : C→ V (In,m), ΦC,n,m(ψ) =
(
c(ψ), λ(ψ)

)
.

Here

c(ψ) = −(nψ −m− n− 1)(nψ − ψ −m− n+ 1)(nψ + ψ −m− n)

(ψ − 1)ψ
,

λ(ψ) = − (ψ − 1)ψ

(nψ − n−m− 2)(nψ − 2ψ −m− n+ 2)(nψ + 2ψ −m− n)
.

(12.30)

We have an analogous result for Dψ(n,m), which is proven in the same way.

Theorem 12.8. For m ≥ 1 and n ≥ 1, and for m = 0 and n ≥ 3, Dψ(n,m) ∼= WJn,m(c, λ),
where the ideal Jn,m is described explicitly via the parametrization

ΦD,n,m : C→ V (Jn,m), ΦD,n,m(ψ) =
(
c(ψ), λ(ψ)

)
.

Here

c(ψ) = −(nψ +m− n− 1)(nψ − ψ +m− n+ 1)(nψ + ψ +m− n)

(ψ − 1)ψ
,

λ(ψ) = − (ψ − 1)ψ

(nψ +m− n− 2)(nψ − 2ψ +m− n+ 2)(nψ + 2ψ +m− n)
.

(12.31)

For n ≥ m, these formulas are easily seen to satisfy

ΦD,n,m(ψ) = ΦC,n−m,m(ψ−1) = ΦD,m,n(ψ′),
1

ψ
+

1

ψ′
= 1.

Therefore if m ≥ 1 and n ≥ 1, or if m = 0 and n ≥ 3, Cψ(n,m) and Dψ(n,m) arise as
W(c, λ) quotients, and the isomorphisms in Theorem 12.1 are an immediate consequence
of Theorems 12.7 and 12.8. In the extreme case

Dψ(2, 0) ∼= Cψ
−1

(2, 0) ∼= Dψ
′
(0, 2),
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the first isomorphism is Feigin-Frenkel duality for Virasoro algebra, and second is coset
realization of Virasoro algebra. The remaining cases

Dψ(1, 0) ∼= Cψ
−1

(1, 0) ∼= Dψ
′
(0, 1),

Dψ(0, 0) ∼= Cψ
−1

(0, 0) ∼= Dψ
′
(0, 0),

(12.32)

hold trivially because all these vertex algebras are just C.
From now on, we only discuss the proof of Theorem 12.7; the argument for Theorem

12.8 is similar. The first difficulty is that even though Cψ(n,m) is of typeW(2, 3, . . . , (m+
1)(m+n+1)−1), it is not immediately apparent that it arises as a one-parameter quotient
ofW(c, λ) because we don’t know yet that is is generated by the weights 2 and 3 fields. So
instead, we consider the subalgebra C̃ψ(n,m) ⊆ Cψ(n,m) generated by L and W 3, which
is normalized as usual. A priori, C̃ψ(n,m) need not be all of Cψ(n,m) and also need not
be simple but since Cψ(n,m) is at worst an extension of C̃ψ(n,m), it follows thatWψ(n,m)

is an extension of V ψ−m−1(glm) ⊗ C̃ψ(n,m). Moreover, by character considerations it is
apparent that C̃ψ(n,m) is of typeW(2, 3, . . . , t) for some t ≤ (m + 1)(m + n + 1) − 1, and
hence is a quotient ofWIn,m(c, λ) for some ideal In,m.

Recall first thatWψ(n,m) has even primary fields {G±,i| i = 1, . . . ,m} of weight n+1
2

in
Wψ(n,m) transforming as Cm ⊕ (Cm)∗ under glm. Letting LW denote the Virasoro field in
Wψ(n,m), this means that

LW(z)G±,i(w) ∼ n+ 1

2
G±,i(w)(z − w)−2 + ∂G±,i(w)(z − w)−1.

Without loss of generality, {G±,i} can also be assumed primary for action of V ψ−m−1(glm).
In particular, all OPEs between the generators of V ψ−m−1(glm) and {G±,i} have only a
first-order pole, and this is just determined by the above action of glm.

Let {L,W i} be standard generators for C̃ψ(n,m), and recall that LW = Lglm + L where
Lglm is the Sugawara Virasoro field for V ψ−m−1(glm). Since the OPEs Lglm(z)G±,i(w) are
completely determined by the action of glm, it follows that the OPE

L(z)G±,i(w)

is completely determined from this data as well.
Let G = G+,1 to be highest-weight vector for Cm, and consider the OPE

W 3(z)G(w) ∼ a0G(w)(z − w)−3 +
(
a1∂G+ . . .

)
(w)(z − w)−2

+
(
a2 : LG : +a3∂

2G+ . . .
)
(w)(z − w)−1,

(12.33)

Here a0, a1, a2, a3 are undetermined constants, and the omitted expressions are not needed.
We will see that imposing certain Jacobi identities of type (L,W 3, G) determines a1, a2, a3

in terms of a0.
First, we impose

L(2)(W
3
(1)G)−W 3

(1)(L(2)G)− (L(0)W
3)(3)G− 2(L(1)W

3)(2)G

− (L(2)W
3)(1)G = 0.

(12.34)

This has weight n+1
2

, and hence the left side is a scalar multiple of G. Using the OPE re-
lations between V ψ−m−1(glm) and G as well as the known formula for L(z)G(w), together
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with (12.33), we get the following relation among the variables a0, a1, a2, a3:

(12.35) − 3a0 + a1 + a1n−
(m2 − 1)a1

m(ψ − 1)
− a1(m+ n)

m(nψ −m− n)
= 0.

Next, we impose

L(3)(W
3
(0)G)−W 3

(0)(L(3)G)− (L(0)W
3)(3)G− 3(L(1)W

3)(2)G

− 3(L(2)W
3)(1)G− (L(3)W

3)(0)G = 0.
(12.36)

This gives us another relation among the variables a0, a1, a2, a3:

(12.37) −6a0+2a2+3a3+
a2c

2
+n(2a2+3a3)−(m2 − 1)(2a2 + 3a3)

m(ψ − 1)
−(2a2 + 3a3)(m+ n)

m(nψ −m− n)
= 0.

Finally, we impose

(12.38) L(2)(W
3
(0)G)−W 3

(0)(L(2)G)− (L(0)W
3)(2)G− 2(L(1)W

3)(1)G− (L(2)W
3)(0)G = 0.

This has weight n+3
2

, but if we extract just the coefficient of ∂G, we get another relation

(12.39) − 4a1 + 3a2 + 4a3 + 2a3n−
2(m2 − 1)a3

m(ψ − 1)
− 2a3(m+ n)

m(nψ −m− n)
.

Solving (12.35), (12.37), and (12.39), we obtain

a0 =
(nψ −m− n− 2)(nψ −m− n− 1)(nψ + ψ −m− n)(nψ + 2ψ −m− n)

6(ψ − 1)2(nψ −m− n)2
a3,

a1 =
(nψ −m− n− 2)(nψ + 2ψ −m− n)

2(ψ − 1)(nψ −m− n)
a3,

a2 =− 2ψ

(ψ − 1)(nψ −m− n)
a3.

(12.40)

Next, we have
W 4(z)G(w) ∼ b0G(w)(z − w)−4 + · · · ,
W 5(z)G(w) ∼ b1G(w)(z − w)−5 + · · · ,

(12.41)

for some constants b0, b1. By imposing four more Jacobi identities, the constants a3, b0, b1

are determined up to a sign, and the parameter λ inW(c, λ) is uniquely determined.
We begin with

W 3
(3)(W

3
(1)G)−W 3

(1)(W
3
(3)G)− (W 3

(0)W
3)(4)G− 3(W 3

(1)W
3)(3)G

− 3(W 3
(2)W

3)(2)G− (W 3
(3)W

3)(1)G = 0.
(12.42)

This has weight n+1
2

, and is therefore a scalar multiple of G. Using the OPE relations
(12.23)-(12.26) together with the above data and (12.41), we compute this scalar to obtain
the following relation

(12.43) 1 + 3a0a1 − b0 + n− m2 − 1

m(ψ − 1)
− m+ n

m(nψ −m− n)
= 0.

Next, we impose

W 3
(4)(W

3
(0)G)−W 3

(0)(W
3
(4)G)− (W 3

(0)W
3)(4)G− 4(W 3

(1)W
3)(3)G− 6(W 3

(2)W
3)(2)G

− 4(W 3
(3)W

3)(1)G− (W 3
(4)W

3)(0)G = 0.
(12.44)
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Again, this has weight n+1
2

and is a scalar multiple of G, so we obtain

(12.45) 1 + 6a0(a2 + 2a3)− 2b0 + n− m2 − 1

m(ψ − 1)
− m+ n

m(nψ −m− n)
= 0.

Next we impose

(12.46) W 3
(0)(W

4
(5)G)−W 4

(5)(W
3
(0)G)− (W 3

(0)W
4)(5)G = 0,

which yields

1

2

(
− 40a3b0 + 5a0

(
(2 + c)λ− 16

)
+ 4b1

)
− 8a2(mnψ +mψ −m2 −mn−m+ 1)

m(ψ − 1)

− a2(3c+ 8b0) +
8a2(m+ n)

m(nψ −m− n)
= 0.

(12.47)

Finally, we impose

(12.48) W 3
(1)(W

4
(4)G)−W 4

(4)(W
3
(1)G)− (W 3

(0)W
4)(5)G− (W 3

(1)W
4)(4)G,

which yields

(12.49) − 8a1b0 + 5a0

(
(2 + c)λ− 16

)
+ 2b1 = 0.

Substituting the values of a0, a1, a2 in terms of a3 given by (12.40) into the equations
(12.43)-(12.49), and solving for for a3, b0, b1, λ yields a unique solution for b0 and λ, and
a unique solution up to sign for a3 and b1. In particular, expressing everything in terms
of the parameter ψ, the formula for λ is exactly the generator of the ideal In,m appearing
earlier. We remark that the sign ambiguity in a0, b1 reflects Z/2Z-symmetry ofW(c, λ) and
does not affect isomorphism type.

We have thus shown that the simple quotient C̃ψ(n,m) of C̃ψ(n,m) is isomorphic to
WIn,m(c, λ). The final step is show that C̃ψ(n,m) = Cψ(n,m), or equivalently, that Cψ(n,m)
is generated by the weights 2 and 3 fields. For this purpose, we will find certain coinci-
dences, or nontrivial isomorphisms, between the simple quotient C̃ψ(n,m) and the simple
principalW-algebrasWr(sls) which correspond to the curves V (Is,0).

Lemma 12.9. For s ≥ 3, m ≥ 1, and n ≥ 0, we have isomorphisms of simple VOAs

(12.50) C̃ψ(n,m) ∼=Wr(sls), ψ =
m+ n+ s

n
, r = −s+

m+ s

m+ n+ s
.

Proof. This is immediate from the fact that the curves V (In,m) and V (Is,0) intersect at the
point (c, λ) given by

c = −(s− 1)(ns−m− s)(m+ n+ s+ ns)

(m+ s)(m+ n+ s)
, λ =

(m+ s)(m+ n+ s)

(s− 2)(2m+ 2s− ns)(2m+ 2n+ 2s+ ns)
,

which can be checked using the formulas for the defining ideals. �

We now recall that by Theorem 3.8 of [CLIV], for ψ sufficiently large and r, s, ψ are
related as above,Wr(sls) has a singular vector in weight (m+1)(m+n+1) and no singular
vector in lower weight. ThereforeWr(sls) cannot truncate below weight (m+1)(m+n+1),
and will truncate to an algebra of typeW(2, 3, . . . , (m + 1)(m + n + 1) − 1) if and only if
this singular vector is a decoupling relation for the field W (m+1)(m+n+1). Therefore in view
of Lemma 12.9, C̃ψ(n,m) contains the fields in weights 2, 3, . . . , (m+ 1)(m+ n+ 1)− 1.
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The universal algebra C̃ψ(n,m) specialized at this value of ψ cannot truncate below
weight (m + 1)(m + n + 1), and therefore the same holds for the one-parameter algebra
C̃ψ(n,m). Since Cψ(n,m) is already known to be of typeW(2, 3, . . . , (m+1)(m+n+1)−1),
and C̃ψ(n,m) is a subalgebra of Cψ(n,m) containing all the strong generating fields, we
must have C̃ψ(n,m) = Cψ(n,m). This completes the proof of Theorem 12.7. The proof of
Theorem 12.8 follows exactly the same strategy, and combining them completes the proof
of Theorem 12.1.

Finally, the proof of Theorem 12.2 follows a similar structure, and involves computing
the explicit truncation curves realizing all the algebras CψiX(n,m) as one-parameter quo-
tients of the universal even-spin algebraWev(c, λ).

Using the truncation curves that realize Cψ(n,m) and Dψ(n,m) as one-parameter quo-
tients ofW(c, λ), one can classify the nontrivial pointwise isomorphisms between the sim-
ple quotients of these algebras, which we denote by Cψ(n,m) and Dψ(n,m). Aside from
degenerate cases at central charge c = 0,−2, such coincidences correspond to intersection
points on the trunctation curves. For example, the isomorphisms between Cψ(n,m) and
the principalW-algebras of type A are given explicitly by Corollary 6.5 of [CLIV].

Similarly, the pointwise coincidences between the simple quotients Cψ,iX(n,m) of the
algebras CψiX(n,m) aside from a few degenerate cases, correspond to intersection points
on their truncation curves. For example, the pointwise coincidences between Cψ,iX(n,m)
and principalW-algebras of typeC are given in Appendix B of [CLV]. We end this section
with a few application of these isomorphisms.

Rationality results. For each of the simple VOAs Cψ,iX(n,m), there are certain values of
ψ where it is isomorphic to Ws(sp2r) at a level r which is nondegenerate admissible for
ŝp2r, orWs(so2r)

Z/2Z at a level r which is nondegenerate admissible for ŝo2r. By Arakawa’s
results [ArIII, ArIV], these VOAs are C2-cofinite and rational. This observation allowed
many new rationality results to be proven in [CLV].

First, we have an embedding of universal affine VOAs V k(sp2n) ↪→ V k(osp1|2n) for all
n ≥ 1. By Prop. 8.1 and 8.2 of [KWVIII], this map descends to an embedding of simple
affine VOAs

Lk(sp2n) ↪→ Lk(osp1|2n),

for all positive integers k. By Theorem 8.1 of [CLI], the coset

Com(Lk(sp2n), Lk(osp1|2n))

is the simple quotient of Com(V k(sp2n), V k(osp1|2n)), which coincides with the simple
quotient Cψ,1C(n, 0) of Cψ1C(n, 0), for k = −1

2
(ψ + 2n + 1). Next, Corollary 4.1 of [CLV]

together with Feigin-Frenkel duality tells us that we have isomorphisms

Com(Lk(sp2n), Lk(osp1|2n)) ∼=W`(sp2n), ` = −(n+ 1) +
1 + k + n

1 + 2k + 2n
.

Note that the level ` is nondegenerate admissible for ŝp2n, so W`(sp2n) is C2-cofinite
and rational. Therefore both Lk(osp1|2n) and its even subalgebra Lk(osp1|2n)Z/2Z are ex-
tensions of Lk(sp2n) ⊗ W`(sp2n) which is C2-cofinite and rational. This extension must
be of finite index, since otherwise at least one of the finitely many irreducible modules
of Lk(sp2n) ⊗ W`(sp2n) must appear with infinite multiplicity. This is impossible since
conformal weight spaces of both Lk(osp1|2n), and its even subalgebra Lk(osp1|2n)Z/2Z, are
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finite-dimensional. It follows that both these extensions are C2-cofinite. The rationality of
Lk(osp1|2n)Z/2Z follows from Proposition 2.2 of [CLV]. Finally, by Theorem 5.13 of [CGN]
we obtain

Theorem 12.10. (Theorem 7.1, [CLV]) For all positive integers k, n, Lk(osp1|2n) is a rational
vertex superalgebra.

The rationality of Lk(osp1|2n) was previously known only in the case n = 1 [CFK]. It
was shown in [GK] that if g is a simple Lie superalgebra that is not a Lie algebra, Lk(g)
is C2-cofinite only if g = osp1|2n and k ∈ N. Therefore Theorem 12.10 completes the
classification of C2-cofinite and rational affine vertex superalgebras. This is the analogue
of Frenkel and Zhu’s famous theorem that for a simple Lie algebra g, Lk(g) is C2-cofinite
and rational if and only if k ∈ N.

Using similar methods, the following results were also proven in [CLV].

Theorem 12.11. LetWψ−2m−1(so2m+3, fsubreg) denote theW-algebra of so2m+3 associated to the
subregular nilpotent element. For all positive integers m, r, Wψ−2m−1(so2m+3, fsubreg) is C2-
cofinite and rational at the following levels:

(1) ψ = 3+2m+2r
2m+2

, where m+ 1 and 2r + 1 are coprime,
(2) ψ = 2m+2r+1

2m+1
where r and 2m+ 1 are coprime,

(3) ψ = 2m
2m−1

.

The proof involves exhibiting Wψ−2m−1(so2m+3, fsubreg) as an extension of a rank one
lattice VOA tensored with the algebra Cψ,1D(1,m) at a point where it is coincident with
a rational VOA of the form Ws(so2r)

Z/2Z or Ws(sp2r). Cases (1) and (2) are exceptional
W-algebras, and are predicted to be rational as part of the Kac-Wakimoto rationality con-
jecture, which was refined by Arakawa and van Ekeren [ArIII, AvE]. Case (3) gives new
examples of rationalW-algebras that are not part of these conjectures. Similarly, we have

Theorem 12.12. LetWr−1/2(sp2n+2, fmin) denote theW-algebra of sp2n associated to the minimal
nilpotent element. For all positive integers n, r,Wr−1/2(sp2n+2, fmin) is C2-cofinite and rational.

Again, these were predicted to be rational by the Kac-Wakimoto conjecture, and the
proof involves exhibiting Wr−1/2(sp2n+2, fmin) as an extension of Lr(sp2n) ⊗ Ws(sp2r) for
s = −(r + 1) + 1+n+r

3+2n+2r
.

13. ORBIFOLDS AND THE ASSOCIATED VARIETY

A large portion of this paper has been devoted to methods for finding minimal strong
generating sets for orbifold VOAs. We conclude by exploring the relationship between
the orbifold functor and the associated variety and associated scheme functors.

We recall an important open conjecture in the subject: given a rational C2-cofinite VOA
V and a finite group G of automorphisms of V , it is expected that VG is also rational and
C2-cofinite. In the case where G is a cyclic group, the C2-cofiniteness of VG was proven
by Miyamoto [MiI], and the rationality was proven by Miyamoto and Carnahan in [CM].
More recently, it was shown in an important paper by McRae that under some natural
hypotheses on V , namely that it is of CFT type and self-contragredient, theC2-cofiniteness
of VG would imply the rationality of VG for any finite automorphism group G [McR2].
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So the preservation of C2-cofiniteness by taking finite group orbifolds is a fundamental
problem. It is perhaps fruitful to recast this question in a broader context.

Question 13.1. Let V be a simple VOA, and let G be a finite group of automorphisms of
V . Do XV and XVG always have the same dimension?

If V and VG are both strongly finitely generated, the C2-cofiniteness is equivalent to the
associated variety having dimension zero. So preservation of C2-cofiniteness would be a
special case of preservation of this dimension.

We can also go further and ask whether the associated scheme functor and orbifold
functors commute. In other words, given a simple VOA V and a finite automorphism
group G, the action of G descends to RV , and we can ask what the relationship between
RVG and (RV)G. The map VG ↪→ V induces a homomorphism RVG → RV whose image
clearly lies in the invariant subalgebra (RV)G, so it is natural to ask whether this map
can be an isomorphism. In general, the answer is no, as the following example of [AL]
illustrates.

LetH be the rank one Heisenberg algebra with generator α satisfying

α(z)α(w) ∼ (z − w)−2.

Recall that the orbifoldHZ/2Z is strongly generated by a weight 2 field : αα : and a weight
4 field : (∂2α)α :. It is convenient to rescale these fields: we take L = 1

2
: αα :, which is the

Virasoro field, and W = 35
132

: (∂2α)α : to be our generating set. Let ` and w be the images
of L and W in RHZ/2Z . It was shown in [AL] that

RHZ/2Z ∼= C[`, w]/I

where I is the ideal generated by w(w − `2) and `3w. Note that RV is not reduced; in fact,
the nilradical N ⊆ RV is generated by w, and the reduced ring RHZ/2Z/N ∼= C[`].

On other hand, RH ∼= C[a] where a is the image of α in RH. The action of θ ∈ Z/2Z on
RH sends a 7→ −a, so (RH)Z/2Z ∼= C[a2]. Therefore in this example, the reduced rings of
(RH)Z/2Z and RHZ/2Z are isomorphic.

Here is a slightly more interesting example where the associated scheme functor and
orbifold functors do not commute, but they do commute at the level of reduced rings.
Recall that the rank 2 Heisenberg algebra H(2) has automorphism group O(2). Inside
the subgroup SO(2) ∼= U(1) there is a copy of Z/3Z, and the orbifold H(2)Z/3Z is known
to be of type W(2, 33, 4, 53) [MPS]. It it convenient to change basis for H(2) and choose
generating fields β1, β2 satisfying

β1(z)β2(w) ∼ (z − w)−2, βi(z)βi(w) ∼ 0, for i = 1, 2.

The generator of Z/3Z acts by e
2πi
3 on β1 and by e−

2πi
3 on β2. In this notation, H(2)Z/3Z is

an extension ofH(2)SO(2), and is generated as anH(2)SO(2)-module by the weight 3 fields

C3 = : (β1)3 :, D3 = : (β2)3 : .

Moreover,H(2)SO(2) is easily seen to be of typeW(2, 3, 4, 5) with generatorsL,W 3,W 4,W 5.
The Virasoro field is

L = : β1β2,
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which has central charge c = 2, and we define

W 3 =
1

2
(: β1∂β2 : − : (∂β1)β2 : .

which is primary of weight 3. Then we take

W 4 = (W 3)(1)W
3 =

1

4

(
5 : β1(∂2β2) : −6 : (∂β1)(∂β2) : +5 : (∂2β1)β2 :

)
,

W 5 = (W 3)(1)W
4 =

5

8

(
7 : β1(∂3β2) : −9 : (∂β1)(∂2β2) : +9 : (∂2β1)(∂β2) : −7 : (∂3β1)β2 :

)
.

We need two more fields of weight 5 to get a strong generating set forH(2)Z/3Z, namely,

C5 = : (∂2β1)(β1)2 :, D5 = : (∂2β2)(β2)2 :,

which is easily seen to be a minimal strong generating set. The corresponding elements
of RH(2)Z/3Z , which we also denote by L,W 3,W 4,W 5, C3, D3, C5, D5, are then a minimal
generating set. Therefore

RH(2)Z/3Z
∼= C[L,W 3,W 4,W 5, C3, D3, C5, D5]/I,

for some ideal I . By finding normally ordered relations among these generators and
their derivatives, and then taking the image of these relations in RH(2)Z/3Z , we obtain the
following elements of I :

(W 5)2 = 0,

(W 4)3 = 0,

(W 3)3 − 8

27
LW 3W 4 +

1

108
L2W 5 − 1

1296
W 4W 5 = 0,

(C5)2 = (D5)2 = 0,

C3D3 + 117(W 3)2 − 33LW 4 − L3 = 0.

(13.1)

More details about these calculations can be found in the thesis of Dan Graybill [Gr]. It
is immediate from the first four relations in (13.1) that W 3, W 4, W 5, C5, and D5 lie in the
nilradical N ⊆ RH(2)Z/3Z , so the reduced ring

RH(2)Z/3Z/N
is generated by L, C3, and D3. Also, it follows from the fifth relation in (13.1) that

C3D3 − L3 = 0, in RH(2)Z/3Z/N .
Finally, it is not difficult to check that

RH(2)Z/3Z/N ∼= C[L,C3, D3]/(C3D3 − L3).

This is clearly isomorphic to (RH(2))
Z/3Z since RH(2)

∼= C[β1, β2] and the generators of
(RH(2))

Z/3Z are clearly β1β2, (β1)3, and (β2)3. Note that (RH(2))
Z/3Z is already a reduced

ring, so the reduced rings of (RH(2))
Z/3Z and RH(2)Z/3Z are isomorphic.

One can check the isomorphism between the reduced rings of RVG and (RV)G in many
other similar but richer examples. We conclude with a rather speculative conjecture:

Conjecture 13.2. If V is a simple, strongly finitely generated VOA which is N-graded by confor-
mal weight, V [0] ∼= C, and G is a finite group of automorphisms of V , then the reduced rings of
RVG and (RV)G are isomorphic.
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Note that (RV)G and RV have the same Krull dimension, so this statement would imply
that the dimensions of XV and XVG are the same. In particular, if V is C2-cofinite and
satisfies the vertex algebra Hilbert theorem (that is, VG is strongly finitely generated), this
would imply that VG is also C2-cofinite.
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[HII] D. Hilbert, Über die vollen Invariantensysteme, Math. Ann. 42 (1893) no. 3, 313-373.
[Horn] K. Hornfeck, W-algebras with set of primary fields of dimensions (3, 4, 5) and (3, 4, 5, 6), Nuclear

Physics B407 (1993), 237-246.
[IK] S. Ishii and J. Kollár, The Nash problem on arc families of singularities, Duke Math. J. 120 (2003), no.

3, 601-620.
[K] V. Kac, Vertex Algebras for Beginners, University Lecture Series, Vol. 10. American Math. Soc.,

1998.
[KP] V. Kac and D. Peterson, Spin and wedge representations of infinite-dimensional Lie algebras and groups,

Proc. Natl. Acad. Sci. USA 78 (1981), 3308-3312.
[KRW] V. Kac, S. Roan, and M. Wakimoto, Quantum reduction for affine superalgebras, Comm. Math. Phys.

241 (2003), no. 2-3, 307-342.
[KWI] V. Kac and M. Wakimoto, Classification of modular invariant representations of affine algebras,

Infinite-dimensional Lie algebras and groups (Luminy-Marseille, 1988), volume 7 of Adv. Ser.
Math. Phys. pages 138–177. World Sci. Publ., Teaneck, NJ, 1989.

[KWII] V. Kac and M. Wakimoto, Branching functions for winding subalgebras and tensor products, Acta
Appl. Math. 21(1-2):3-39, 1990.

[KWIII] V. Kac and M. Wakimoto, Quantum reduction and representation theory of superconformal algebras.
Adv. Math. 185 (2004), no. 2, 400-458.

[KWIV] V. Kac and M. Wakimoto, On rationality ofW-algebras, Transf. Groups 13 (2008), no. 3-4, 671-713.
[KWV] V. Kac and M. Wakimoto, A remark on boundary level admissible representations, C. R. Math. Acad.

Sci. Paris 355 (2017), no. 2, 128-132.
[KWVI] V. Kac and M. Wakimoto, Integrable Highest Weight Modules over Affine Superalgebras and Num-

ber Theory In: Brylinski JL., Brylinski R., Guillemin V., Kac V. (eds) Lie Theory and Geometry.
Progress in Mathematics, vol 123. Birkhäuser, Boston, MA.
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